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Computers now play a major role in almost every
aspect of life and influence our lives in one way
or the other. "l'oday, almost everyone is a
computcr uscr and many arc computer
programmers. Getting computers to do what vou
want them to do requires intensive hands-on
expeticnce. But computet science can be seen on
a higher level, as a scienee of problem-solving,
Computer scientists must be able to analyse
problems and design solutons for real world
problems. The Computer Science discipline
covers a wide range of topics from theoretical
aspects like design of algorithms to more
practical aspects like applicaton development
and its implementation. ‘Lhe discipline of
Computer Science involves the systematic study
of algornthmic processes — their theory, analysts,
design, efficiency, implemenration and application
— that desctibe and transform information.

‘The concept of computing has evolved from the
abacus to super computers of today. This chapter
discusses the evolution of computing devices and
provides an overview of the different generations
ot computers. The evolution of programming
languages and the contributions of Alan Turing
to computer science are also discussed.
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1.1 Computing milestones and machine evolution

In ancicnt dmes people used stones for counting, They made scratches on walls or
tied knots in ropes to record information. Progressively many attempts had been
made to replace these manual compunng techniques with faster computing machines.
In this section, we will have a look at the ancient methods of counting and the
evoluton of the positional number system.

1.1.1 Counting and the evolution of the positional number system

‘The idea of number and the process of counting goes back far before history
began to be recorded. Tt is believed that even the catlicst humans had some sense
of ‘morc’ or less’. As human beings differentated into tribes and groups, it became
necessary to be able to know the number of members in the group and in the
enemy’s camp. And it was important for them to know if the flock of sheep or
other animals was increasing or decreasing in size. In order to count items, such as
animals, ‘sticks” were used, each stick representing one antmal or object.

I.ct us now sec how the number system cvolved. Tt is important to note that the
system that we usce everyday is a product of thousands of vears of progress and
development. [t represents contributions of many civilisations and cultures. The
number system 1s 4 method 1n which we represent numbers. The chronological
development of the number system throughout the history is discussed below:

‘Lo begin with let us see the Egyptian number system that emerged around 3000BC.
Tt used 10 as a radix (basc). They had unique symbols for 1 to 9, 10 to 90, 100 to
900 and 1000 to 9000. As the Fgyptians write from right to left, the largest power
of ten appears to the right of the other numerals.

Iatcr on, the cra of Sumerian/Babylonian number system began. Tt used 60 as its
number basc, known as the sexagesimal system. Numerals were written from left
to right. It was the largest basc that people ever used in number systems. They did
not use any symbol for zero, but they used the idea of zero. When they wanted to
express zero, they just left a blank space within the number they were writing.

‘I'he Chinese number system emerged around in 2500 BC. Trwas the simplest and
the most etficient numbcet system. 'The Chinese had numbers from 1 to 9. Tt had the
basc 10, very similar to the one we usc today. They used small bamboo rods to
represent the numbers 1 to 9.

Approximatcly in 500 BC, the Greck number system known as Tonian numbcer
system evolved. Ttwas a decimal number system and the Greeks also did not have
any symbol for zcro.
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1. The Discipline of Computing

'I'he Romans started using mathematics for more practical purposcs, such as in the
construction of roads, bridges, ctc. 'They used 7 letters (I, V, X, L, €, D and M) of
the alphaber for representing numbers.

The Mayans used a number system with base 20. There 1s a stmple logic behind this
basc 20. Tt is the sum of the number of fingers and tocs. ‘This number system could
produce very accurate astronomical obscrvations and make measurements with
greater accuracy,

The Hindu-Arabic numeral svstem actually originated in India, around 1500 vears
ago. Itwas a positional decimal numeral system and had a symbol for zero. This
invention can indeed be termed as one of India’s greatest contributions to the
world. | ater on many of the countries adopted this numeral system. Now let us
discuss the evolution of computing machines.

1.1.2 Evolution of the computing machine

During the petiod from 3000 BC to 1450 AID, human beings started communicating
and sharing information with the aid of simple drawings and later through wridngs.
‘I'he introduction of numbers led to the invendon of Abacus, the first computing
machine. In the following section, we will examine some important milestones in
the evolution of computing machines.

a. Abacus

Abacus was discovered by the
Mesopotamians atound 3000 BC. The ._,‘_.‘_.‘-" -a‘“"i—i“"a‘
word ‘abacus’ means calculating board. An
abacus consisted of beads on movable
rods divided into two parts. ‘LThe abacus
may be considered the first computer for
basic arithmetical calculations. An abacus

Fig. 1.1 Abacuy

is shown in Figure 1.1

‘The abacus is also called a coundng frame, a calculating wool for performing
arithmetic operations. 'The Chinese improved abacus as a frame holding vertical
wites, with seven beads on cach wire. A horizontal divider separates the top two
beads from the bottom five. Addition and multiplicauon of numbers was done
using the place value of digits and position of beads in an abacus.

'T'he abacus works on the basis of the place value system. Reading it is almost like
reading a written numeral. Each of the five beads below the bar has a value of 1.
Hach of the two beads above the bar has a value of 5. The beads which are pushed
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D @  against the bar represent the number. The number on
K ) the abacus given in Figure 1.1 is 2364.

‘%’ @5 Abacusis used cven today by children to learn counting,
L)

PV A skilled abacus operation can be as fast as a hand held
e L calculator. igures 1.2(a} shows the additdon of two single
g g digit numbers. Tigute 1.2(b) shows how two numbets
2 1 216 o 4 (®4and 46) arc added.

Fig [ 2{a) : Addition 541 46— 100

- @)
-

using Abacus

- ) G
-

S4+46=9(10) By shifting carry to left
Fig. 1.2¢b) : Addition using Abacus and adding we get 100
b. Napier’s bones

John Napier was a mathematician who devised a set of numbering rods known as
Napier’s bones in 1017 AD, by which a multiplicaton problem could be easily
performed. 1'hese numbered rods could perform multiplication of any number by
a number in the range of 2-9. There are 10 bones corresponding to the digits 0-9
and a special eleventh bone thatis used to represent the muloplier. This device was
known as Napier’s bones. John Napier also invented logarithm in 1014, that reduced
redious multi-digit multiplications to addition problems. A representation of
Napict’s bones is given in Figure 1.3.

[

12 3456 78

Fig. 1.3 : John Nupier (1350 1617} and Nupier's Bones
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The strips of Napier’s bones are the times tables. Liach square gives 2 X number, 3
x number and so on, but the tens and units are written above and below a slanting
linc respectively. Napicr’s bones is good for multiplying a long number by a single
digit number. Let us multiply 425928 by 7. First take the serips for4,2,5,9, 2 and
8, and fit them into the frame. Look at the squares next to the 7 on the side. Iris
coloutred green in [igure 1.4, Now read the digits — any number within slanting
lines must be added. So the answer is 28+ 1)(4+3)(5+6)(3+ 1)(4+3) 6 or 297(11)496.
All the digits except 11 are in their posigon. 11 needs to have 10 carried to the left
This makes 29(7+1)1496 or 29814906, which is the correct answer.

1 4 2 5 9 2 8 1 4 2 5 9 2 8
2 8 4 10 18 4 16 2 8 4 10 18 4 16
3 12 6 15 27 L] 24 3 12 6 15 27 (] 24
4 16 8 20 36 8 32 4 16 B 20 36 = 32
5 20 10 25 45 10 40 5 20 10 25 45 10 40
6 24 12 30 54 12 48 6 24 12 30 54 12 48
7 ZB 14 35 63 14 56 7 2s 14 35 53 14 5G
8 32 16 40 72 1‘5 64 8 32 16 40 72 16 64
9 36 18 45 81 18 72 9 36 18 45 E‘1 18 72

7x 425928 — 2 (8+1)(4+3) (5+6) (3+1) (4+5)6
—297(11)49 62981496
Fig. 1.4 : Multiplication using Napier's Bones

c. Pascaline
Blaise Pascal was a l'rench mathematician and one of the first modern sclentists to
develop a calculator. In 1642, at the age of 19, he developed a computing machine
that was capable of adding and subtracting two numbecrs dircetly and that could
multiply and divide by repention. Pascal invented this arithmertic calculator to assist
his father in his work as a tax collection supervisor. This machine was operated by
dialing a serics of wheels, gears and cylinders. He called it “Pascaline’. Figure 1.5

shows a Pascaline.
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Consider adding the numbers 20 and 81 using Pascaline. Intnally, the Pascaline wall
be set to 0 for all the six digits. To dial 20, you just have to put your finger into the
space between the spokes next to digit 2 of the second wheel and rotate the wheel
in clockwise direction until your finger strikes against the fixed stop on the bottom
of the wheel. This rotation transmits the value of two into the second window from

the right. Now the machines will display number 0020

Pascaline wheel

00¢® 0000

I Diar’ing the digfr 2 o_}"20 2. Dialing the digit 8 of 81
3. Diafing the digit | of 81 . Sr{m of 20 and 81, 101 on Pmcafme

Fig 1.6 : Adding using Pascafine

‘Lo dial 81, put your finger into the space between the spokes next to digit 8 of the
sccond wheel and rotate it. After the second drum reaches number 9, the gears
inside Pascaline will carry to the next drum one unit and the third drum of the
machine will rotate by one tenth. So after the end of dialing number 8, the machine
will display the number 100. Now put your finger into the space between the spokes
next to digit 1 and rotate it in the same way you did before. Now the machine will
display the number 0101, which is the final result of addition.

d. Leibniz’s calculator

In 1673 the German mathematician-philosopher Gotrfried Wilhelm von 1 eibniz
designed a calculating machine called the Step Reckoner. The Step Reckoner
expanded on Pascal’s idcas and extended the capabilides to perform multiplicadon
and division as well. Leibniz successtully introduced this caleulator onto the market.
His unique, drum-shaped gears formed the basis of many successtul calculator
designs in later years.
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Fig 1.7 Gottfried Wilthelm von Leibniz (1646 - 1716) and Leibniz
Calculator

e. Jacquard’s loom

The Jacquard loom 1s a mechanical loom, invented by Joseph Marie Jacquard in
1801, that simplifies the process of manufacruring textiles with complex patterns.
‘L'he loom is controlled by punched cards with punched holes, cach row of which
cotresponds to one row of the design. Multple rows of holes are punched on cach
card and the many cards that compose the design of the textile are joined together
in order. The Jacquard loom not only reduced the amount of human labour, but
also allowed to store patterns on cards to be utilised again to create the same product.
‘These punched cards were innovative because the cards had the capability to store
informaton on them. This ability to store information triggered the computer
revoluton. The punched card conceprwas adopted by Chatles Babbage to control
his Analytical Engine and later by Herman Hollerith.

Fig. 1.8 : Joseph Marie Jacquard (1732 - 1834) and
Jacquard’s Loom

f. Difference engine

The first step towards the creation of computers was made by a mathematcs
professor, Charles Babbage. He dreamed of removing the human element from
the calculations. He realised that all mathematical calculations can be broken up
into simple operations which are constantly repeated and these operations could
be carried out by an automatic machine. Charles Babbage started working on a
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Difference Fngine that could perform arithmertic calculations and print results
automatically. In 1822, Babbage invented the Difference Lingine to compile
mathematical tables. On completing it, he conceived the idea of a better machine
that could perform not just one mathemadcal task but any kind of calculation.

Fig. 1.9 Charles Babbage (1791 - 1871) and
Difference kngine

g. Analytical engine

In 1833, Charles Babbage started designing the Analytical Engine — the real
predecessor of the modern day computer. Analytcal Engine marks the development
from arithmetc calculation to general-purpose computation. The Analytical Fngine
has many features found in the modern digital computer. 'The Engine had a ‘Store’
{memory) where numbers and intermediate results could be stored, and a scparate
‘Mill” (processor) where arithmetic processing could be performed. I ts input/output
devices were in the form of punched cards containing instructons. These

instructions were written by Babbage’s
assistant, Agusta Ada King, the first
programmer in the world. Owing to the lack
of technology at that ame, the Analvtcal
Lngine was never built, but Babbage
cstablished the basie principles on which
today’s modern computers work. Charles
Babbage’s great inventions — the Difference
Lngine and the Analytical Engine camed
Charles Babbage the titde ‘Father of
Computer’.

h. Hollerith’s machine
In 1887, an Ametican named Herman Holletith fabricated the first clectromechanical
punched card tabulator that used punched cards for input, output and instructons.
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The card had holes on them in a pardcular pattern, having special meaning for each
kind of data. In 18807, the US Census Burcau had huge amounts ot data to tabulate.
It would take at least ten years to analyse population statistics manually. Herman
[ lollerith’s greatest breakthrough was his use of electricity to read, count and sort
punched cards whose holes represented data. His machines were able to accomplish
the task in one year. In 1896, Hollerith started the LTabulating Machine Corporation
which after a serics of mergers, became International Business Machines (TBM)
Corporation in 1924,

A
ae 4

*

Fig. 11} o Herman Hollerith (1860 - 1929) and Holferith
Census Machine

1. Mark-1

In 1944, Howard Aiken, in collaboration with engincers at IBM, constructed a latge
automatic electromechanical computer. Atken’s machine, called the [arvard Mark
I, based on Babbage’s Analyucal Lingine, handled 23-decimal-place numbers and
could perform all four arithmetic operations. It was preprogrammed to handle
logarithms and wigonometric functons. Using Mark T, two numbers could be added
in three 1o six seconds. For inpurt and outpur, it used paper-tape readers, card readers,
card punch and typewriters.

T

Fig. 112 Howard Aiken (1900 - 1973) and Mark T computer
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Check yourself

1. The Sumerian Number System 1s also known as

2. What are the features of Hindu Arabic Number system”?

3. llowisthe zero represented in the Babylonian Number System?

4, Who is the first programmer in the world?

5. The computing machine developed by Balaise Pascal is known as

1.2 Generations of computers

The evolution of computer started from the 16" century, resulting in today’s modern
machines. It is distinguished into five generations of computers from the first
programmable computer to the ones based on artficial intelligence. Each generation
of computers 1s characterised by a major technological development that
fundamentally changed the wav computers operate, resulung smaller, cheaper, more
powcerful, more cfficient and reliable computing devices. Based on various stages
of development, computers can be divided into different gencrations. They are:

» First Generadon Computers (1940 — 1956)

» Second Generation Computers (1956 — 1963)

» Third Generation Computers (1964 —1971)

» lourth Generation Computers (1971 — Present)

» [ifth GGeneration Computers (Present and beyond)
1.2.1 First generation computers {1940 — 1956)

‘L'he first generation computers were built using vacuum tubes. This generation
implemented the stored program concept. A vacuum tubce is a device controlling
electric current through a vacuum in a sealed container. This cvlindrical shaped
containet 18 made of thin ransparent glass. The inputwas based on punched cards
and paper tapes and output was displayed on printouts.

‘The first general purpose programmable clectronic computet, the Electronic
Numerical Integrator and Caleulator (ENTAC) belongs to this generadon. ENTAC
was built by |. Presper Hekert and John V. Mauchly. The ENTAC was 30-50 feet
long, weighed 30 tons, contained 18,000 vacuum wibes, 70,000 registers, 10,000
capacitors and required 1,50,000 watts of clectricity. First generation computers
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Fig 113 0 ENIAC and Yaccum tube

were too bulky in size, required a large room for installation and used to emit large
amount of heat. Conscequently, ait-conditioner was a must for the proper working
of computers.

Before ENTAC was completed, Von Neumann designed the Electronic Discrete
Variable Automatic Computer (FDVAC) with a memory to hold both stored
program as well as data. Lickert and Mauchly later developed the first commercially
successful computer, the Universal Automatic Computer (UNIVAC), in 1952,

Von Neumann architecture

'I'he mathematician John Von Neumann conccived a computer architecture which
forms the core of ncarly every computer system in use today. ‘This architecture
known as Von Neumann architecture consists of a central processing unit (CPU)
containing arithmetic logic unit (ALU) and control unit (CU), input-outpurt unit
and a memory for storing data and instructions. T'his model implements the ‘Stored
Program Concept in which the data and the instructions are stored in the memory.

Central Processing
Unit

Control Unit

. Il .
Input Unit Arithmetic/LogicUnit Output Unit

[

Memory Unit
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In 1943, the British developed a
secret code-breaking computer
called Colossus to decode German
messages. It was designed using *
vaccum tubes by the engineer Tommy Flowers,
The Colossus's impact on the development of
the computer industry was rather limited for 2
two important reasons. First, Colossus was not a gener‘al purpose computer;
it was only designed to decode secret messages. Second, the existence of
the machine was kept secret until 1970s. This deprived most of those involved
with Colossus of credit for their pioneering advancements in electronic
digital computing.

1.2.2 Second generation computers (1956 — 1963)

In sccond genceratdon computers, vacuum tubes were replaced by transistors. Itwas
developed at Bell 1aboratories by John Bardeen, Walter Brattain and William
Shockleyin 1947, Replacing vacuum tubes with transistors, allowed computers to
become smaller and more powerful and faster. ‘They alse became less expensive,
required less clectricity and emitted less heat. T'he manufacturing cost was also less.

Fig, 115 IBM 1401and Transistors

It s in the scecond gencradon that the concept of programming language was
developed. This generation used magnetic core memory and magnetic disk memory
tor primary and secondary storage respectively. Second-generation computers
moved from cryptic binary machine language to symbolic or assembly languages.
During second generation, many high level programming languages like FORTRAN
and COBOI ., were introduced that allowed programmers to specify instructions in
Lnglish like words. IBM 1401 and IBM 1620 are popular computers in this
gencration,
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1.2.3 Third generation computers (1964 — 1971)

‘Lhird generation computers arc smaller in size due to the use of integrated circuits
(IC's). IC's or silicon chips that contained miniaturised transistors were developed
by jack Kilby, an engineer with Texas [nstruments. [C drastcally reduced the size
and increased the speed and efficiency of compuung, Mululavered printed circuits
were developed and core memory was replaced by faster, solid state memorices
with large capacity.

Fig [.16 : IBM 360 und Integrated Circuit

‘L'his generation of computets had better processing speed, consumed less power
and was less costly. Integrated circuits, improved sccondary storage devices and
new input/ output devices like kevhoards and monitors were introduced. Arithmetic
and logical operations were performed in microseconds or even nanoseconds. These
computers could run many ditferent programs at one ime with a central program
that monitored the memory. The high level language BASIC which made
programming easy was developed during this period. Compurers for the first ume
became accessible to a mass audience because they were smaller and cheaper than
their predecessors. Some computers in this gencration are IBM 360 and IBM 370,

Moore's Law states that the number of
transistors on integrated circuits doubles
approximately every two years. The law is named
after Gordon E Moore, who described the trend
in 1965. He noted that the number of components in IC had
doubled every year from 1958 to 1965. He predicted that -
the trend would continue ‘for at least ten years'. His prediction has
proven to be accurate. Although this trend continued for more than
half a century, Moore's Law is considered only as an observation and
not a physical or natural law.
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1.2.4 Fourth generation computers (1971 onwards)

The computers that we use today belong to this generation. These computers use
microprocessors and are called microcomputers. Microprocessor is a single chip
which contains Targe Scale of Intcgration (I.ST) of clectronic components like
transistors, capacitors, resistors, etc. Due to the development of microprocessor,
it is possible to place computer’s Central Processing Unit (CPU) on a single chip.
Because of microprocessors, the fourth generation ncludes more data processing
capacity than third generation computers. Later LS circuits were replaced by Very
Large Scale Integrated (VIST) circuits which further increased the scale of
mtegration. The fourth generaton computers are smaller in size and have faster

accessing and processing speeds.
“ “

‘The computer which occupied a very large room in
earlier days could now fitin a palm. These computers
were Interconnected to form computer networks,
which cventually led to the development of the
Internet. As computers became less costly and more
usct-friendly, large number of people began buying

them for personal use. Some computers in this

Kig 1.17 : VLSI Chip

generadon are IBM PC and Apple 11.

1.2.5 Fifth generation computers {future)

Iifth generation computers are based on Artficial Intelligence (AL, Alis the ability
to simulate human intelligence. Such intelligent systems arc still in the development
stage, though there are some applications, such as speech recognition, face

recognition and robotic vision and movement that are already available.

Al 1s the branch of computer science concerned with developing computer

programs {(intelligent systems) for solving complex problems (which are normally

done by human beings without any effort) by the application of process that arc

analogucs to human reasoning process. 'T'he two most common Al programming

languages are LISP and Prolog. The fifth-generation computing also aims at
. . - - -

developing computing machines that respond to natural language input and arc

capable of learning and self-organisation.

Table 1.1 shows comparatve features of five generations of computers,
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The first processor Intel 4004 was developed in 1971 by Intel
Corporation and consisted of 2,300 transistors integrated
into a single IC. Some popular microprocessors and the number
of transistors integrated in them are given below.

Processor Transistor Count
Intel 8086 29,000
Motorola 68000 (used in Apple) 68,000
Intel Pentium 31,00,000
AMD K7 2,20,00,000
Core i7 73,10,00,000
Generation
Criteria
First Second Third Fourth Fifth
Technology | Vacuum | Transistor | Integrated | Microprocessor | Artificial
Tube Circuit Intelligence
Operating | None None Yes Yes Yes
System
Language Machine | Assembly | ITighLevel [ ITigh Level ITigh Lewel
Period 1940-1956| 1956-1963 | 1964-1971 1971-Present Prcsent and
Yel 1o come

table 1.1 : Comparative features of five generations of computers

Check yourself

[UNIVAC belongs to generation..

What is meant by stored program concept?

Say True or I'alse "Computers can understand only machine languages”.
[irst generation computers are characterised by the use of

What s the major technological advancement in the lourth generation
computers?

W 21
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1.3 Evolution of computing

Compurtng machines are used for processing, storing, and displaying informaton.
The processing is done according to the instructons given to it. Larly computers
built during 1940’ were only capable of performing series of single tasks, like a
calculator. They were special-purposc systems programmed by rows of mechanical
switches or by jumper wires on plug. The implementation of branching/looping
statements, subroutine calls, etc. was not possible or was ditficult. Later computers
solved this problem by implementng John Von Neumann’s revolutionaty innovation
the “Stored Program Concept’, which suggested storing data and programs in
memory. The set of detatled mstructions given to computer for executing a specific
task is called a program.

Agusta Ada Lowelace

Augusta Ada King, Countess of Lowelace commonly
known as Ada Lowelace, was an [inglish mathematician and
writcr known for her work on Charles Babbage’s catly
mechanical general-purpose computer, the Analytical
Lingine. Her notes on the engine included the first algorithm
intended to be carried out by a machine. Becausce of this,
she is often described as the world’s first computer
programmmer.

Fig 1.18 : Agusta Ada
Lowelace (1515 - 1832)

1.3.1 Programming languages

A programming language 1s an artificial language designed to communicate
instructions to a computer. Programming languages can be used to create programs
that control the behavior of a machine and/or to cxpress algorithms.

‘Lhe first programming language developed for use in computets was called machine
language. Machine lanpuage consisted of strings of the binary digits 0 and 1.
Introduction of this language improved the overall speed and efficiency of the
programming process. This language had many drawbacks like difficulty in finding
and rectifying programming crrors and its machine dependency. ‘The programmer
also nceded to have a good knowledge of the computer architecture.

‘o make programming casicr, a new language with instructons consising of

FEnglish-like words instead of 0% and 1%, was developed. This language was called

assembly language. Llectronic Delay Storage Automatic Calculator (LDSAC) built

during 1949 was the first to use assembly language. Although this made writing

programs casict, it had limitadons. Ttis specific to a given machine and the programs
!

written in this language are not transferable from one machine to another.
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This led to the development of new languages called high
level languages which are machine independent and which
usced simple English-like words and statements. It allowed
people having less knowledge of computer architceture to
develop easy-to-understand programs. A-0 programming
language developed by Rear Admiral Dr. GGrace Hopper, in
1952, tor UNIVAC-T computer is the first language of this
type. FORTRAN developed by the team led by John Backus
at IBM for 1BM 704 machine and ‘I asp” developed by Tim
Hart and Mike Levin at MIT are other examples.

Fig {.19: Dr Grace
Hopper (1906-1992})

1.3.2 Algorithm and computer programs

A programmer cannot write the instructon to be followed by a computer, unless
he/she knows how to solve the problem manually. In order to cnsute that the
program instructions arc appropriate for solving the given problem, and are in the
COTrECT sequence, program instructions are to be planned before they are written.
An effective tool for planning a computer program is an algorithm. An algorithm
provides a step by step solution for a given problem. "Lhese steps can then be
converted to machine instructions using a programming language.

1.3.3 Theory of computing

‘T'he theory of compurtation is the branch that deals with how ctficiently problems
can he solved hased on computaton models and related algonthms. In order to
perform a rigorous stady of computation, computer scientsts work with a
mathematical abstraction of computers called a model of computation. ‘There are
several modcls in use, but the most commonly examined is the Turing Machine
named after the famous compurer scientist Alan Turing,

a. Contribution of Alan Turing

Alan M. Turing (1912 - 1954) was a Brtish mathemancian, logician, cryptographer
and computer sclentist. Fle made significant contributions to the development of
computer science, by presenting the concepts of algorithm and computing with the
help of his invention the Turing Machine, which 1s considered as a theoredceal model
of a general purpose computer. In 1950%, Alan Turing proposed to consider the
question, 'Can machines think?' and later it turns out to be the foundation for the
studies related to the computing machinery and intelligence. "Luring proposed an
imitaton game which is later modificd to Turing test and it is considered to be the
test for determining a machine's intelligence. Consideting these contributions he is
regarded as the I'ather of Modern Computer Science as well as Arnficial Intelligence.

=
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b. Tuting machine

Turing machine 1s a model of a computer proposed by Alan
Turing in 1936. It is conceived as an ideal model of
‘computing’. Alan’luring reasoned that any computation that
could be performed by a human involved writing down
intermediate results, reading them back and carrving out
actions that depend only on what has been read and the

current state of things. luring machine is a theoretical i /.20 - Alan Turing
€ € (1912 - 1954)

computing device that could print symbols on a paper tapc
in a manncr that ecmulate a person
following a seties of logical instructions.

A Turing machine consists of an
infinitely-long tape which acts like the
memory in a computer. The cells on the
tape arc usually blank at the start and
can be written with symbols. In this case, Fig. 1.21 - Turing machine

each cell can contain the symbols 0, "1" and ' ' (blank), and is thus said to be a
3-symbol Turing machine (refer I'igure 1.22). At each step, the machine can read
the symbol on the cell under the head, edit the symbol and move the rape left or
right by onc squarc so that the machine can read and cdic the symbol in the
neighbouring cells.

Ol [1] 11]oj0

Fig. 1.22 ; The head movement over lape

Any partcular Turing machine is defined by a rule which specifies what the head
should do at each step. The action of a Turing machine is determined by (a) the
current state of the machine (b) the symbol in the cell currently being scanned by
the head and (€) a table of transition rules, which serve as the 'program’ for the
machine.

In modern terms, the tape serves as the memory of the machine, while the read-
write head is the memory bus through which data 1s accessed and updated by the
machine. Lhe inital arrangement of symbols ot cells on the rape corresponds to
the input given to the computer. The steps of the Turing machine correspond to
the running of the computer. Hor a given input, each part of the rule specifies what
t S, . k - \ . . .

operaton' the machine should perform. Liven though Turing machines are equivalent
o modern electronic computers at a cerrain theoretical level, they differ in many

details.
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The Turing test

Alen Turing introduced the 'Turing test' in his paper titled
‘Computing Machinery and Intelligence’. The 'Turing Test'
involves a human interrogator and two contestants - a computer and a human.
The interrogator converses with these contestants via computer terminals,
without knowing the identity of the contestants. After a sufficiently long
period of conversation, if the interrogator is unable to identify the computer,
then the computer is said to have passed 'Turing test’ and must be considered
intelligent. Turing predicted that by 2000, computers would pass the test.
There have been various programs that have demonstrated some amount of
human like behaviour, but no computer has this far passed the Turing test.

< Let us sum up

In this chaptet, we briefly sketched the evoludon of the number system and
counting, We went through the development of computing machines and
described the structure of the modern computing system. The evolution of
computing was also discussed along with the different types of programming
languages. The concepts of algorithms and computer programs were also
discussed. The detailed description of generations of computers was also seen.
I'inally we discussed the theory of computation, in which the conuibutions of
Alan Turing and the concept of "luring Machine were outlined.

Leatning outcomes

After the completon of this chapter the learner will be able to
» catcgorize the basic concept of computing milestones in history.

o sketch the modern computing machine.
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o recognise the impact of John Von Neumann's Architecture in today's world.

» identity the pioncers of Computer Science.
» list the characteristics of computers in cach generation.

o cxplain the contribution of Alan Turing and the concept of Turing Machinc.

Sample questions

Very short answer type

1. Whichis the base of Ma}’an's Number Systemr

2. Greek Number System is known as

3. Which was the first computer for basic arithmetic calculations?
4. Who invented logarithms?

5. What1s the name of the machine developed by Blaise Pascal?

0. Who was the first programmer in the world?

7. Computing machines recognizes and opcrates in language.

8.  What does EDVAC stand forr

9. Give the name for a simple kind of theoretical computing machine.

Short answer type

1. Discuss the developments of the number system from the Egyptdan to the
Chinese Fra.

2. Discuss the impact of Hindu-Arabic numeral system in the world.

3. Comparc the Roman Number system and Mayan's Number System.

4. Discuss the features of Abacus.

5. Compare the Analytical Engine and Ditference Fngine of Charles Babbage.

6. Bring out the significance of [ lollerith’s machine.

/. Wharare the developments in computing machines that took place during the
Sccond World War?

8. Discuss the evoludon of computer languages.

9. Discuss the working of "Turing Machine.

Long answer type

1. listoutand explain the various generations of Computers.

N

Prepare 2 seminar report on evolution of positional number system.

3. Discuss the various computing machines emerged ull 1900's.




Key concepts

Number systems

o Decimal, binary, octal,
hexadecimal

Number conversions
Binary arithmetic

o Addition, subtraction
Data representation

o Representation of intfegers
and floating point numbers

o Character representation:
ASCII, EBCDIC, ISCII,
UNICODE

o Representation of audio,
image and video data

Infroduction to Boolean
algebra

o Logic operators and logic
gates

Basic postulates
Basic theorems

Circuit designing for simple
Boolean expressions

Universal gates

Data Representation
and Boolean Algebra

Computer is a machine that can handle different
types of data tems. We feed data such as
numbers, characters, images, videos and sounds
to a computer for processing, We know that
computet is an clectronic device functoning on
the basis of two electric states - ON and OFL.
All electronic circuits have two states - open
and closed. The two-state opceration is called
binary opecration. Hence, the data given to
computer should also be in binary form. In this
chapter we will discuss various methods for
representing data such as numbers, characters,
images, videos and sounds.

£
Q}am 5“5?%_ é}“éﬁ';’{% e -

- e

X

ABCHWEC—

S8isiha1a:

Fig, 2.1: FExternal and internal form of data

Data teptesentation is the mcthod used
internally to represent data in a computer.

Before discussing data representation of
numbers, ler us see what a number system is.
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2.1 Number systems

A number is a mathematical object used to count, label and measure. A number system
1s 4 systematic way to represent numbers. The number system we use in our day to day
life is the decimal number system that uses 10 symbols or digits. The number 289 is
pronounced as two hundred and cighty nine and it consists of the symbols 2, 8 and 9.
Similarly there are other number systems. Hach has 1ts own symbols and method for
constructing a number. A number system has a unique base, which depends upon the
numbet of symbols. The number of symbols used in a number system is called base

or radix of a number system.
Let us discuss some of the number systems.

2.1.1 Decimal number system

The decimal number system involves ten symbols 0, 1,2, 3,4, 5,6,7, 8 and 9 1o form
anumber. Since there are ten symbols m this number system, its base is 10. Therefore,
the decimal number system is also known as base-10 number system.,

Consider two decimal numbers 743 and 347
743 — seven hundred + four tens+ three ones (7x10° + 4x 10"+ 3x10°%
347 — three hundreds + four tens + seven ones (3x107 +4 x10'+ 7x10Y)

Eletre, place value (weight) of 7 in first number 743 is 107 =100. But weight of 7 in
sccond number 347 1s 10°=1. T'he weight of a digit depends on its relative position.
Such a numbet system is known as pesitional number system. All positional number
systems have a base and the place value of a digit 1s some power of this base.

Place value of each decimal digit is power of 10 (107, 10%, 107, ...). Consider a decimal
numbet 5876,

‘L'his number can be written in expanded form as
Weight 10 107? 10 10/
Decimal Number 5 8 7 O

= S5x10*+ 8x10° + 7x10' + 6x10Y

= 5x1000 + 8x100 + 7x10 + 6x1

= 5000+ 800+ 70+6

= 3876
In the above example, the digit 5 has the maximum place value, 10°=1000 and 6 has
the minimum place value, 10°=1. The digit with most weight is called Most Significant
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Digit (MSD) and the digitwith least weight is called Least Significant Digit (LSD). So
in the above number MSD is 5 and LSD is 6.

Left most digit of a number is MSD and right most digit of a number is LSD

Tot fractional numbers weights are negative powers of 10 (107, 102, 107, ...) for the
digits to the right of decimal point. Consider another example 249.367

\‘-C’cight iz 10! 10" 101 102 10
Decimal Number 2 4 9 3 6 7
MSD 0 18D

= 2x10° + 4 x10" + Ox10° + 3x10°" + 6x1072 4+ 7x107

= 2x100+4 x10+ 9x1 + 3x0.1 + 6x0.01 + 7x0.001

= 200+40+9+03+0.06+0.007

= 249367
So farwe have discussed a number system which uses 10 symbols. Now let us see the
construction of other number systems with ditferent bases.

2.1.2 Binary number system

A number system which uses only two symbols 0 and 1 to form a number is called
binary number system. Bi means two. Basc of this number system is 2. So it is also
called base-2 number system. We use the subscript 2 to indicate that the number is 1n
binary.

eg (1101), (101010y,, (1101.11),
Liach digit of a binary number is called bit. A bit stands for binary digit.

The binary number system is also a positional number system where place value of
cach binary digit is powet ot 2. Consider an example (1101),,."L'his binary number can
be written in expanded form as shown below:

Weight X 2?2 21 o
Binary Number 1 1 0 1
MSB I.SB

= Ix2% +1x 22 +0x2! + [x2°

= Ix8+ Ix4 +0x2 + 1x]

= 8+4+0+1

= 13
‘The right most bit in a binary numberis called Least significant Bit (LSB). "The leftmost
bit in a binary number is called Most significant Bic (MSB).

ey
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The binary number 1101 is equivalent to the decimal number 13. The number 1101
also exists in the decimal number system. But it is interpreted as one thousand onc
hundred and one. 1o avoid this confusion, basc must be specified in all number systems
other than decimal number system. The general format is

(Number)hase

This notation helps to differentiate numbers of different bases. So a binary number
must be tepresented with base 2 as (1101), and it is read as “one one zero one to the
base two”.

If no basc is given in a number, it will be considered as decimal. In other words,
specitying the base is not compulsory in decimal number.

For fractional numbers, weights are negative powers of 2 (27,22 2% ) for the
digits to the right of the binary point. Consider an example (111.011),

Weight 22 2! 20 2 22 2-3
Binary Number 1 1 1 0 1 1
MSB (.) 1.SB

122 + 1x2" + 120 + Qx27' + 1x27 + 1x27

1 1 1
Ixd+ I1x2+ Ix] +0x— +Ix— + 1x—
2 4 b

4+2+1+0+025+0.125
= 7.375
Importance of binary numbers in computets
We have seen that binary number system is based on two digits 1 and 0. The clectric
state ON can be represented by 1 and the OFF state by 0 as in Figure 2.2. Because of

this, computer uses binary number system as the basic number system for data
representation.,

r o 1 o0 1 1 0

|

lig. 2.2 : Digited representation of ON and OFF

2.1.3 Octal number system

A number system which uses cight symbols 0,1, 2,3, 4, 5, 6 and 7 to form a number
is called octal number system. Octa mcans cight, hence this number system is called
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octal. Base of this number system is 8 and hence it is also called base-8 number system.
Consider an example (236),. Weight of cach digiris power of 8 (8%, 8',8% 8%, ...). The
number (236), can be written in expanded form as

Weight

82 81 81‘1

Octal Number

2 3 6

2x8% + 3x8' 4+ 6x§°
2x64 + 3x8 + 6x1
128+ 24+ 6

158

For fractional numbers weights are negative powers of 8, i.e. (87,87, 87 ..) for the
digits to the right of the octal point. Consider an example (172.4),

Weight

82 8] 80 8-I

Octal Numbet

1 7 2 4

1x82 + 7x8! +2xB" + 4«81

1
64+ 56 +2 + 4x

122 + 0.5
122.5

2.1.4 Hexadecimal number system

A number system which uses 16 symbols 0,1,2,3,4,5,6,7,8, 9, A, B, C, D, Eand I'
to form a number is called hexadecimal number system. Basc of this number system is

16 as there are sixteen symbols m this number system. | ence this number system s

also called base-16 number system.

In this system, the symbols A, B, €, D, I and I are used to represent the decimal

numbers 10, 11,12, 13, 14 and 15 respectuvely. The hexadecimal digit and their equivalent

decimal numbers are shown below,

Hexadecimal

0

1

23]4]5]6

-]

Bl19|A[B|ICID|E|[F

Dccimal

0

1

2134156789 (10)11{12]13]14]15

Consider 2 hexadecimal number (12AL7) . Weights of each digitis power of 16 (16°,

16, 162, ...).

ey
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‘L'his number can be written in expanded torm as shown below:

Weight 16° 162 16! 16"
Hexadecimal Number 1 2 A T
= Ix167+ 2x16> + 10x16'+ [5x]16"
= 124096 + 2x256 + 10x16 + 15x1
= 4096 + 512 +160+ 15
= 4783
For fractional numbects, weights ate some negative power of 16 (167,162,167, ...) for
the digits to the right of the hexadecimal point. Consider an example (21").4)m

Weight 16" | 16" | 16"

Hexadecimal 2 D 4

1
2x16" + 13x16" + 4% 6

= 32+13+0.25
= 45.25

Table 2.1 shows the base and symbols used in different number systems:

Number System Symbols used

Binary 2 0,1

Ocual 8 0,1,2,3,4,5,6,7

Decimal 10 0,1,2,3,4,5,6,7,8 9

Hexadecimal 16 ,1,2,3,4,5.6,7,8 9 A B C DL If

Tuble 2.1 : Number systems with base ond symbols

Importance of octal and hexadecimal number systems

As we have discussed, digital hardware uses the binary number system for its operations
and data. Representng numbers and operations in binary form requires too many bits
and needs lot of effort. With octal, the bits are grouped in threes (because 2° = 8) and
with hexadecimal, the bits are grouped in four (because 2* = 16) and these groups arc
replaced with the respectve octal or hexadecimal symbol. This conversion processes
of binary numbers to octal and hexadecimal number systems and vice versa are very
easy. This shorr-hand notation 1s widely used in the design and operadons of electronic
citcuits.
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Check yourself

1. Number of symbols used in 2 number system 1s called
2. Pickinvalid numbers from the following

) o10101), i) (123), i) (768), i) (ABC),

3. Define the term ‘bit’.
4. Find MSD in the decimal number 7854.25.
5. The base of hexadecimal number system 1s

2.2 Number conversions

After having learnt the various number systems, let us now discuss how to convert the
numbers of one base to the equivalent numbers in other bases. There are different
types of number conversions like decimal to binary, binary to decimal, decimal to
octal cte. T'his scction discusses how to convert one number system to another.

2.2.1 Decimal to binary conversion

"The method of converting decimal number to binary number is by repeated division.
In this method the dectmal number 1s successtvely divided by 2 and the remainders are
recorded. The binary equivalent is obtained by grouping all the remainders, with the
last remainder being the Most Significant Bit (MSB) and first remainder being the
Icast Significant Bit (1.81). Tn all these cascs the remainders will be either O or 1 (binary

digit).
Examples:
Find bmnary equivalent of decimal Find binary equivalent of (80}, .
number 25. 2| 80 Remainders
2 25 Remainders 2 —40 0 t LB
2| 12 1 4 1sB o
5 ()— 0 210 (
2 3 0 212 0
2 1 1 212 !
0 1 oasB o S
0 1 MSB
(" @), = (101, ) (" 80),, = (1010000), )

_—
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Hint: Binary equivalent of an odd decimal number ends with 1 and binary of even
decimal number ends with zero.

Converting decimal fraction to binary

‘Lo convert a fractional decimal number to binary, we use the method of repeated
multplication by 2. At first the decimal fraction is multiplicd by 2. The integer part of
the answer will be the MSB of brnary fracaon. Again the fractional part of the answer
is muluplied by 2 to obtain the next significant bit of binary fraction. The procedure 1s
continued till the fractional part of productis zero or a desired precision is obtained.

Example: Convert (.75 to binary.

0.75 x 2 = 150
1 50 x 2 = 1.00
1 00 ( (0.75),, = (0.11), )

Example: Convert().625 to binary.

0.625 x 2 =1.25

1 25 x 2 =050
0 S0 ox 2 =1.00
1 00

((0.625)10 _ (0.101)2J

Example: Convert 15.25 to binary.

Convert 15 to binary Convert 0.25 to binary
20 15 Remainders
R 0.25 x 2 =050
3 1 0 S50 x 2 =100
S 1 1 1 00
01

((15.25),, = (n1L.01), )

2.2.2 Decimal to octal conversion

The method of converting dectmal number to octal number 15 also by repeated
division. In this method the number is successively divided by 8 and the remainders
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are recorded. The octal equivalent is obrained by grouping all the remainders, with the
last remainder being the MSD and first remainder being the LSD. Remainders will be
0,1,2,3,4,560r7.

Example: Find octal cquivalent of decimal number 125.

8 125 Remainders
8 15 5 1.5
8 1 7

0 1| mMsD (@2s),= 1), )

Example: 1'ind octal equivalent of (400} .

8 400 Remainders

§ | 30 0

sl ¢ 2 ((400)10=(620)8 )
0 6

2.2.3 Decimal to hexadecimal conversion

‘The method of converting decimal numbet to hexadecimal number is also by repeated
division . In this method, the number is successively divided by 16 and the remainders
are recorded. The hexadecimal equivalent is obtained by grouping all the remamders,
with the last remainder being the Most Significant Digit (MSD) and first remainder
being the Teast Significant Digit(T.8DD). Remainders will be 0, 1,2, 3,4, 5,6, 7, 8,9, A,
B,C,D,Hork

Example: Find hexadecimal equivalent of decimal number 155.

16] 155 Remainders
w6l 9 11 (B)] — 18D
0 9 — MSD ( a58,=0B),, )
Example: Find hexadecimal equivalent of 380.
16] 380 Remainders
6l 23 12Q
w6l 17 ( 380),= (70),,
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2.2.4 Binary to decimal conversion

A binary number can be converted mrto its decimal equivalent by summing up the
product of each bit and its weight. Weights are some power of 2 (2°, 21, 2%, 27 ).

Example: Convert (11011), to decimal.

A1011), = 1x2+ Ix2 4+ 0x22+ 1x2 + 1x20 | Weight | 27) 27} 27] 27 2f
 lee8easd Bit 1 1ol 1]t
= 27 ( 11011y =(27),, j

Example: Convert (1100010), to decimal.

Weight | 2¢] 2°| 24 27| 22| 2'| 2

Bit 1 1fofo]ol1][o0
(1100010), = 1x20+ 1x25+ 0x2+ Ox2? + 0x2%+ 1x2' + Ox 2
= 64+32+2
= oy ((1100010),=(98),, )
‘Lable 2.2 may help us to find powers of 2.
210 2‘] 29 2“ 2() 2.:) 2'] 2.‘3 22. 2] 20

1024 512 256 | 128 | 64| 32 16 8 4

[
J—

Tuble 2.2 © Powers of 2
Converting binary fraction to decimal
A bmnary fracion number can be converted into 1ts decimal equivalent by summing up

the product of each bit and its weight. Weights of binary fracuons are negative powers
of 2 (27,22 27 ) for the digits after the binaty point.

Example: Convert (0.101), to decimal.

0.101), = 1x21+0x22+ 1x2? Weight |2 2_'2 2
=05 +0+0.125 Bit o)1
=0.625 ( (0.101) = (0.625),,

Example: Convert (1010.11), to decimal.

(1010), = 1x22+ 0x22+ 1x2' + ()x2" S |2 2 2
=8+ 0+2+0 :

=10 1010y, = (10),, Bit Lfof1]0
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(0.11), = Ix2'+ 1x2? Weight |27 | 22
=0.5+025 Bt 111
=075 ({'J.ll)2 :(0.?5)1“

[(1010.11)2 = (10-75)1(;]

Table 2.3 shows some negative powers of 2.
>l 22 23 -4 25
0.5 0.25 (125 (.0625 | 0.03125

Table 2.3 : Negative powers of 2
2.2.5 Octal to decimal conversion
An octal number can be converted into its decimal equivalent by summing up the

product of each octal digit and its weight. Weights are some powers of 8 (8, 8', 87

Y

Example: Convert (157}, to decimal.

Weight g [ &[] g
7 = 1x8+ 5x 8L+ 7x&" ..
(159, D oxgi 4 s Octaldigit | 1 | 5 | 7
= 64+ 40 +7
=111 ( (157), = (111), j
Example: Convert (1005), to decimal.
(1005), = 1x8+ Ox8? + 0x8! + 58" Weight & | & 8|8
cio4s Octaldigit | 1 | o o] 5
=517 ( (1005)_ = (517),,

2.2.6 Hexadecimal to decimal conversion

An hexadecimal number can be converted into its decimal equivalent by summing up
the product of each hexadecimal digit and its weight. Weights are powers of 16 (16",
16', 162, ...

Example: Convett (AB),  to decimal.

(OB = 10x16+11x16° Weight 16 | 16°
=160 + 11 Hexadecimal digit £ B
=171 A=10 B=11

(_@aB),-am, )

ey
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Example: Convert (2D5)  to decimal.

(ZDS)m = 7%16*+13x16'+5x 16" \Kf"t‘.igl’lt 16 | 16| 16"
=725 D=13

( @D5),, = (725)_@

2.2.7 Octal to binary conversion

An octal number can be converted mro binary by converung each ocral digit to its 3
bit binary equivalent. Kight possible octal digits and their binary equivalents are listed
in'lable 2.4.

Ocral Digit 0 1 2 3 4 5 0
Binary Liquivalent 000 | 001 | 010 | 011 | 100 [ 101 | 110 [ 111

-]

Table 2.4 ; Binary equivalent of octal digit
« T TE 4 7 ] T
Example: Convert (437), to binary.

3-bir binary equivalents of each octal digit are

4 3 7
¢ \ ¢
100 011 111

( (437)8:(100011111)3

Example: Convert (7201), to binary.

3-bit binary equivalents of each octal digits are

7 2 0 1
\ \ \ \
111 010 000 001

(" (7201),= (111010000001), )

2.2.8 Hexadecimal to binary conversion

A hexadecimal number can be converted into binary by converting each hexadecimal
digit to its 4 bit binary equivalent. Sixtcen possible hexadecimal digits and their binary
cquivalents arce listed in "Lable 2.5.

Example: Convert (A),, to binary.

4-bit binary cquivalents of cach hexadecimal digit are
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A B Hexa Binary
3 $ decimal | cquivalent
1010 1011 0 0000
((AB)16 = (10101011)2) 1 0001
2 0010
Example: Convert (21'15)  to binary. 3 0011
4-bit binary equivalents of each hexadecimal digir are 4 0100
2 L 1 5 5 0101
_‘L _ v v v 6 (110
0010 1111 0001 0101 0111
((2F15)m = (_10111100010101)2) 8 1000
. . 9 1001
2.2.9 Binary to octal conversion
A 1010
A binary number can be converted into its octal equivalent
. . o . B 1011
by grouping binary digits to group of 3 bits and then each ) —
group is converted to its octal equivalent. Start grouping C 1100
from right to left. D 1101
Example: Convert (101100111}, to octal. F. 1110
We can group above binary number 101100111 from right b 11
as shown below: Tahle 2.5 :

Binary equivalent of

101 100 111 hexadecimal digits
2 : SIS
\ \ \
5 4 7

(aomooityy, = (547), )

Example: Convert (100110000171) Lo octal.

We can group above binary number 10011000011 from right as shown helow:

(010 011 000 011
; o \ \ 0 }
After grouping, itthe
lell most group has no 2 3 0 3

3 bits, then add
leading zeros Lo form
3 bit binary,

((1001100001 1), =(2303), )
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2.2.10 Binary to hexadecimal conversion

A binary number can be converted into its hexadecimal equivalent by grouping binary
digits to group of 4 bits and then each group is converted to its hexadecimal equivalent.
Start grouping from right to left.

Example: Convert (101100111010, to hexadecimal,

We can group the given binary number 101100111010 from right as shown below:

1011 0011 1010
\ \ \
B 3 A

[(101100111010)2: (B3A),, j

Example: Convert (110111100001 100}, to hexadecimal.

We can group the given binary number 110111100001100 from right as shown below:

K o e 0110 1111 0000 1100

ter grouping, 1f the

left most group has no ‘L ‘L‘ v J’
4 bits, then add 6 I 0 C

leading zeros to form

1101111 00001100}, = (6FOC )
4 bit binary. (( )2 ( )m

2.2.11 Octal to hexadecimal conversion

Conversion of an ocral number to hexadecimal number is a two step process. Octal
numbet is first converted into binary. T'his binary equivalent is then converted into
hexadecimal.

Example: Convert (457), to hexadecimal equivalent.

First convert (457) into binary.

(457),= 4 5 7
\ \ \)
100 101 111
= (100101111},
Then convert (100101111}, into hexadecimal as follows:
(100101111), = 0001 0010 1111
\ 2 2
=1 2 |3
= (-12]-_;).'6 ( (457)8 = (12F)16 j
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2.2.12 Hexadecimal to octal conversion

Conversion of an hexadecimal to octal number is also a two step process. Hlexadecimal
number s first converted into binary. 'This binary equivalent is then converted into

octal.

Example: Convett (A2D)  into octal equivalent.

Liirst convert (A21D)  into binary.

A2D) = A
(A2D), b

1010

2 D
\ !
0010 1101

= (101000101101},
Then convert (101000101101}, into octal as follows:

(101000101101), = 101
\
5

= (5055),

000 101 101
\ 0
0 5 5

((AzD)I6 = (5055), j

‘Lable 2.6 shows procedures for various number conversions.

Conversion

Procedure

Decimal to Binary

Repeated division by 2 and grouping the remainders

Decimal to Octal

Repeated division by 8 and grouping the remainders

Decimal to Iexadecimal

Repeated division by 10 and grouping the remainders

Binary to Decimal

Multiply  binary digit by place value(power of 2) and
find their sum

(Octal to DDecimal

Multiply octal digit by place value (power of 8) and
find their sum

Hexadecimal to 1Decimal

Multiply hexadecimal digit by place value (power of
16} and find their sum

Octal to Binary

Converting cach octal digit to its 3 bit binary equivalent

Hexadecinal to Binary

Converting cach hexadecimal digit to its 4 bit binary
cquivalent

Binary to Octal

Grouping binary digits to group of 3 bits from right to
left

Binary to Hexadecimal

Grouping binary digits to group of 4 bits from right to

left

Ocral to Hexadecimal

Convert octal to bmary and then bmary to hexadecimal

Hexadecimal to Ocral

Convert hexadecimal to bimary and then bmary to octal

Table 2.6 . Procedure for mumber conversions




Check yourself

TFill in the blanks:

D(___), =
by (__D_), =
¢} 0.25, ) =

@ (1001), @) V),
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Convert the decimal number 31 to binary.
Find decimal equivalent of (10001},
If (x), = (101011),, then find x.

(AB),,
(1010___1000),

( )

5 lind the largest number in the list

(i1) (10), (iv) (11),,

2.3 Binary arithmetic

As 1n the case of decimal number system, arithmetic operations are performed n
binary number system. When we give instruction to add two decimal numbers, the
computer actually adds their binary cquivalents. et us sce how binary addidon and

subtraction are cartied out.

2.3.1 Binary addition
‘L'he rules for adding two bits are as tollows:
A B Sum Carry
0 0 0 0
0 1 1 0
1 0 1 0
1 1 0 1

Note that a carry bit 1 1s created only when two ones are added. If three ones are
added (t.e. 1+1+1}, then the sum bit is 1 with a carry bit 1.

Example: I'ind sum of binary numbers
1011 and 1001.
1011+
1001
10100

Example: I'ind sum of binary numbers
110111 and 10011,
110111 +
100110
1011101
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2.3.2 Binary subtraction

‘The rules tor subtracting a binary digit from another digit are as follows.

A B Diffcrence Botrow
0 0 0 0
0 1 1 1
1 0 1 0
1 1 0 0

Note that when 1 is subtracted from 0 the difference is 1, but 1 is borrowed from
mmediate left bit of first number. The above rules can be used only when a small
binary number is subtracted from a large binary number.

Example: Subtract (10101), from | Example: Subtract (10111), from
(11111),. (101000},

11111 - 101000 —

10101 10111

01010 10001

2.4 Data representation

Computer uses a fixed number of bits to represent a picce of data which could be a
number, a character, image, sound, video cte. Data representation is the method used
internally to represent data in 4 computer. et us see how various types of data can be
represented i computer memory.

2.4.1 Representation of numbers

Numbers can be classified into integer numbers and floating point numbers. Integers
are whole numbers or numbers without any fractional part. A floating point number
or a rcal number is a number with fractional part. These two numbers are treated
differently 1n computer memory. Let us see how integers are represented.

a. Representation of integers

‘There are three methods for representing an intcger numbcer in computer memory.
They are

1} Sign and magnitude representation

i) 1’s complement representaton

iii) 2’3 complement representation

The following: data representadon methods are based on 8 bit word length.
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A word is basically a fixed-sized group of bits that are handled as a unit by a processor.
Number of bits in a word is called word length. 'The word length is the choice of
computer designer and some popular word lengths arc 8, 16, 32 and 64.

1. Sign and magnitude representation

In this method, first bit from left (MSB) is used for representng sign of integer and
remaining 7-bits are used for representing magnitude ot integer. or negative integets
sign bit is 1 and for posidve integers sign bit is . Magnitude is represented as 7-bit
binary equivalent of the integer.

Example: Represent + 23 in sign and magnitude form.

Sign [¢—— Magnitudc ——»

T
({J ool t] ol 1] t]1

Number 1s positive, so first bit (MSB) s 0.
7 bit binary equivalent of 23 = (0010111),
So + 23 can be represented as (00010111),

Example: Represent -105 in sign and magnitude form.

Number is negative, so first bit(MSB) is 1 Sign Magnitude '

7 bit binary equivalent of 105 = (11 01001)2

(11101001

S0 -105 can be represented as (11101001),

Note: In this mcthod an 8 bit word can represent 2°-1 =255 numbers (.c. -127 to
+127). Similarly, a 16 bit word can represent 2'°-1 = 65535 numbers (L.e. -32767 to
+32767). So, an #-bit word can represent 2'-1 numbers t.e., —(2"'-1) to +(2"'-1). The
mteger 0 can be represented in two ways: +0 = 00000000 and —0 = 10000000,

ii. ’s complement representation

In this method, first find binary equivalent of absolute value of integer. If number of
digits in binary equivalent is less than 8, provide zero(s) at the left to make it 8-bit
form. 1’s complement of a binary number is obtained by replacing every O with 1 and
cvery 1 with 0. Some binary numbers and the corresponding 1's compliments arc
given below:
Binary Number 1% Complement

11001 0010

10101 01010
It the number 1s negative 1t1s represented as 1s complement of 8-bit form binary. |If
the number is positive, the 8-bit form binary equivalent itselt is the 1's complement
tepresentation.
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Example: Represent -119in 1's complement form.

Binary of 119 in 8-bit form = (01110111),

-119 in 1% complement form = (10001000},
Example: Represent +119 10 1°s complement form.

Binary of 1191in 8-bit form = {01110111),

+1191n 1’s complement form = (01110111),

(ING need to find 15 complement, since the number is posttive)

Note: In this representation if first bit (MSB) 1s O then number is positive and it M5B
13 1 then number is negative. So 8 bitword can represent integers from -127 {represented
as 10000000} to +127 (represented as 01111111). Here also integer ) can be
represented in two ways: +0 = 00000000 and =0 = 11111111, An #-bit word can
represent 2°-1 numbers Le. (27 '-1) to +(27 '-1).
iii, 2’s complement representation

In this method, first find binary equivalent of absolute value of integer and write itin
8-bit form. If the number is negative, it is represented as 2% complement of 8-bit
form binary. 1f the number is positive, 8-bit form binary itself 1s the representation.
2% complement of a binary number s calculated by adding 1 to its 1% complement.

For example, let us find the 2’s complement of (10101),,.
(01010),
01010 +
1
= (01011},
Example: Represent -38 in 2°s complement form.
Binary of 38 in 8-bit form = (00100110},

-38in 2% complement form = 11011001+
1
= (11011010),

1’s complement of (10101},
So 2% complement of (10101},

Example: Represent +38 1 2% complement form.
Binary of 38 in 8-bit form = (00100110},
+381n 2% complement form = (00100110), (No need to find 2% complement)

Note: [n this representation if first bit (MSB) 1s 0 then number is posiave and 1f MST3
1s 1 then number is negative. Here integer () has only one way of representation and 1s

to +127 (represented as 01111111). Itis the most common integet representation. sAn
#-bit word can represent 2" numbets (2" ) to + (27 1), Lable 2.7 shows the compatison
of different representation methods of integers in 8-bit word length.
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Features Sign & Magnitude | 1’s Complement 2’s Complement Remarks
Range -127 to +127 127 to +127 128 to +127 Range is more in
o o P
Total Numbers|255 255 256 2 complement

Representation
of integer 0

Two ways of
representation

Iwo ways of
representation

Only one way of
representarion

In2's
complement
there is 1o
ambiguity in 0O
tepresentation

All three forms

bit binary form

Representation |Binary cquivalent | Binary cquivalent  |Binary cquivalent

of positive of integer in 8 bir|of integer in 8 bitfof integer in § biy [4f¢ same.
integers form form form

Representation|Sign bit 1 and Find 1's Find 2's For all negative
of negative magnitude is complement of  [complement of 8 |qumbers MSB 1s
integers represented in 7 |8 bit form binary |bir form binary 1

Table 2.7 . Comparison for represeniation of integers in 8-bit word length

Subtraction using complements

We have discussed how to subtract a binary number from another binary number. But
to design and implement an clectronic circuit for this method of subtraction is really
complex and difficult. Circuitry for binary addinion 1s simpler. So it s better 1f we can
subtract through addition. I'or that we use the concept of complements. There are
two methods of subtraction using complements.

Subtraction using 1's complement

‘Lhe steps tor subtracting a smaller binary number from a larger binary number are:

Stepl: Add0Osto the left ot smaller number, if necessary, to make two numbers
with samce number  of bits.

Step 2:  Find 1%s complement of subtrahend (Number to be subtracted, here small
number )

Step 3: Add the complement with minuend (Number trom which subtracting, here
larger number)

Step4:  Add the carry 1 to the sum to get the answer.

Example: Subtract 100, from 1010, using 1’s complement.

At first find 1’s complement of 0100 and 1ris 1011
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 To compare the three types of representations let us consider the
ﬂ following table. For clarity and easy illustration, 4-bits are used to
represent the numbers in this table .

Number | Sign & Magnitude| 1's Complement 2's Complement
-8 Not possible Not possible 1000
-7 1111 1000 1001
-6 1110 1001 1010
-5 1101 1010 1011
-4 1100 1011 1100
-3 1011 1100 1101
-2 1010 1101 1110
-1 1001 1110 1111
0 1000 or 0000 0000 or 1111 0000
1 0001 (0001 0001
2 0010 0010 0010
3 0011 0011 0011
4 0100 0100 0100
5 0101 0101 0101
6 0110 0110 0110
\___7 0111 0111 0111 J

From this table, it is clear that the MSB of a binary number indicates the sign
of the corresponding decimal number irrespective of the representation. That
is, if the MSB is 1, the number is negative and if it is O, the number is positive.
The table also shows that only 2's complement method can represent the
maximum numbers for a given number of bits. This fact reveals that, a number
below -7 and above +7 cannot be represented using 4-bits in sign & magnitude
form and 1's complement form. So we go for 8-bit representation. Similarly in
2's complement method, if we want to handle numbers cutside the range -8 to
+7, eight bits are required.

In 8-bits implementation, the numbers from -128 to +127 can be represented
in 2's complement method. The range will be -127 to +127 for the other two
methods. For the numbers outside this range, we use 16 bits and so on for all
the representations.
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= @ @
Add it with larger number, Le. 1010 +
1011
101
0101 + MSB is removed and
1 added with the result

‘The result 1s 0110
Subtraction using 2’s complement

‘Lo subtract a smaller binary number from alarger binary number the following are the
Steps.

Step1l:  Add0s to the left of smaller number, if necessary, to make the two numbers
have the same number of bits.

Step2: L'ind 2% complement of subtrahend (Number to be subtracted, here the
smaller number).

Step 3:  Add the 2's complement with minuend (Number from which subtracting,
here the larger number).

Step 3:  lgnore the carry.

Example: Subtract (100), from (1010}, using 2’s complement.

2% complement of 0100 1100
Add it with larger number, L.e. 1010 +

1100

- 10110

The resultis 110

b. Representation of floating point numbers

A floating point number / real number consists of an integer part and a fractional
part. A real number can be written in a special notation called the floating point
notation. Any number in this noration contains two patts, mantissa and exponent.

Tor example, 25.45 can be written as (.2545X 12, where 0.2545 is the mantissa and the
powcer 2 is the exponent. (In normalised floating point notadon mantssa is between
0.1 and 1). Similarly -0.0035 can be written as -0.35x107, where -0.35 s mantissa and
-21s exponent.

Letus see how a real number is represented in 32 bir word length compurer. Here 24
bits are used for storing mantissa ( among thesce the first bit is for sign) and 8 bits are
used for storing exponent (first bit for sign) as in Figure 2.3. Assumc that decimal
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point is to the right of the sign bit of mantissa. No separate space 1s reserved for

storing dectmal pomnt.
Sign 32 bits
- -

Y
L .
. . r-. -". .'l

-----------------------------‘;_---------—------------------r- iem mm e gr o -
Mantissa (24 bits)

Hxponent (8 bits)
Fig 2.3: Representation of floating point numbers

Considet the teal numbet 25.45 mentioned eatlier, that can he wtitten as .2545x107,
where 0.2545 1s the mandssa and 2 is the exponent. 'These numbers are converted into
binary and stored in respective locations. Various standards are followed for
representing mantssa and exponent. When word length changes, bits used for stoting
mantissa and exponents will change accordingly.

Inrecl numbers, binary point keeps track of mantissa part and exponent part.
Since the value of mantissa and exponent varies from number to number the
2LJ binary point is not fixed. In other words it floats and hence such a

representation is called floating point representation.

2.4.2 Representation of characters

We have discussed methods for representing numbers in computer memory. Similarly
there are ditferent methods to represent characters. Some of them are discussed below:

a. ASCII

The code called ASCIT (pronounced “AS-key™), which stands for American Standard
Code for Informaton Interchange, uses 7 bits to represent each character in computer
memory. The ASCII representation has been adopted as a standard by the U.S.
government and is widely accepted. A\ unique integer number is assigned to cach
character. This number called ASCTI code of that character is converted into binary
for storing in memorty. For example, ASCI1 code of A is 65, its binary equivalent in 7-
bit is 1000001, Since there are exactly 128 unique combinatons of 7 bits, this 7-bit
code can represent only 128 characters.

Another version 1s ASCII-8, also called extended ASCII, which uses 8 bits for cach
character, can represent 256 different characters. For example, the letter A is represented
by 07000001, B by 01000010 and so on. ASCII code 18 enough to represent all of the
standard keyboard characters.
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b. EBCDIC

It stands for Extended Binary Coded Decimal Interchange Code. “This is similar to
ASCILand 1s an 8 bit code used in computers manufactured by International Business
Machine (IBM). [tis capable of encoding 256 characters. [f ASCII coded data is to be
used in a computer which uses EBCDIC representation, it is necessary to transform
ASCIT code to EBCDIC code. Similarly it EBCDIC coded data is to be used in a
ASCII computer, ELBCDIC code has to be ransformed to ASCIL

c. ISCII

ISCIT stands for Indian Standard Code for Information Interchange or Indian Script
Code for Information Interchange. It1s an encoding scheme for representing various
writing systems of India. ISCIT uscs 8-bits for data representation. Tewas evolved by
a standardisation committee under the Department ot Clectronics during 1986-88,
and adopted by the Bureau of Indian Standards (BIS). Nowadays ISCIIL has been
replaced by Unicode.

d. Unicode

Using 8-bit ASCII we can represent only 256 characters. This cannot represent all
characters of written languages of the wotld and other symbols. Unicode is developed
to resolve this problem. It amms to provide a standard character encoding scheme,
which 1s untversal and efficient. It provides a unique number for every character, no
mattcer what the language and platform be.

Unicode originally used 16 bits which can represent up to 65,530 characters. It is
maintained by a non-profit organisation called the Unicode Consortium. The
Consortium first published the version 1.0.0° in 1991 and contdnucs to develop standards
based on that original work. Nowadays Unicode uses more than 16 bits and hence it
can represent more characters. Unicode can represent characters in almost all written

languages of the world.

2.4.3 Representation of audio, image and video

In the previous sections we have discussed different data representation techniques
and standards used for the computer representation of numbers and characters. While
we attempt to solve real life problems with the aid of a digital computer, in most cases
we may have to represent and process data other than numbers and characters. This
may include audio data, images and videos. We can see that like numbers and characters,
the audio, image and video data also carry information. In this section we will see

different file formats for storing sound, image and video.
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Digital audio, image and video file formats

Multimedia data such as audio, image and video are stored in different types ot files.
‘The varicty of file formats is duc to the fact that there are quite a few approaches to
compressing the data and a number of different ways of packaging the data. I'or
example an image 1s most popularly stored n Joint Picture Fxperts Group ( JPEG )
file format. An image file consists of two parts - header information and image data.
Informadon such as name of the file, size, modified darta, file format, etc. are stored in
the header part. The intensity value of all pixcls is stored in the data part of the file.

The dara can be stored uncompressed or compressed to reduce the file size. Normally,
the image data is stored in compressed form. Let us understand what compression is.
‘Take a simple example ot a pure black image of size 400X400 pixels. We can repeat
the information black, black, ..., black in all 16,0000 {400x400) pixels. This 1s the
uncomptessed form, while in the compressed form black is stored only once and
information to repeatit 1,60,000 tmes is also stored. Numerous such techniques are
used to achieve compression. Depending on the application, images are stored in
various file formats such as bitmap file format (BMP), Tagecd Image File Format
(TTL'LY), Graphics Interchange l'ormat (GILY), Portable (Public) Network Graphic
(PNG).

What we said about the header file information and compression is also applicable for
audio and video files. Digital audio data can be stored in different file formats like
WAV, MP3, MIDI, AIT'TE, ete. An audio file describes a format, sometimes referted to
as the ‘container format’, for storing digital audio data. l'or example WAV file format
typically contains uncompressed sound and MP3 files typically contain compressed
audio data. "L'he synthesised music data is stored in MIDI(Musical Instrument Digital
Interface) files. Similarly video s also stored in difterent files such as AVI (Audio Video
Interleave) - a file format designed to store both audio and video data in a standard
package that allows synchronous audio with video plavback, MP3, JPLEG-2, WMV,
ete.

Check yourself

1. Which is the MSB of representation ot -80 in the sign and
magnitude method?

2. Write 28.756 in mantissa cxponent form.
3. ASCIT stands for

4. Represent-60in 1's complement form.
5. Define Unicode.

6. List any two image file formats.
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2.5 Introduction to Boolean algebra

In many situations in our lifc we face questons that require Yes” or ‘No’ answers.
Similarty much of our thinking process involves answertng  questions with “Yes’ or
‘No’. 'Lhe way of finding rruth by answering such two-valued questions is known as
human reasoning or logical reasoning. ‘I'hese values can be
expressed as “True” or ‘False” and numerically 1 or 0. These
values are known as binary values or Boolean values. Boolean
alpebra is the alpebra of logic which is a part of mathematical
algebra that deals with the operations on variables that represent
the values 1 and 0. 'The name Boolean algebrais given to honour
the Bridsh mathematician George Boole, as he was the person

who established the link between logic and mathematics. | s i
' Fig. 2.4 George

revolutionary paper “\n Investigation of the laws of thought ) _
- Boole (18153 - 1864)

led to the development of Boolean algebra.

2.5.1 Binary valued quantities
I et us consider the following:

1. Should [ take an umbrellar

2. Will you give me your pen?

3. George Boole was a British mathematician,

4. Kerala is the biggest state in India.

5. Why were vou absent vesterday?

6. What is your opinion about Boolcan algebra?
1" and 2™ sentenees are questions which can be answered as YES or NO. Lhesc cascs
are called binary decisions and the results are called binary values. The 3" statement s
TRUL and 4* statement is FALSLL But 5% and 6% sentences cannot be answered like
the cascs above. The sentences which can be determined to be TRUE or FAILSE are
called logical statements or truth functions and the results TRUH or FALSH are
called binary values or logical constants. The logical constants are represented by 1
and 0, where 1 stands for TRUFE and 0 for FAT.SE. T'he variables which can store
(hold) logical constants 1 and 0 are called logical variables or Boolean variables.

2.5.2 Boolean operators and logic gates

We have already seen that data fed to a computer must be converted into a combination

of 1s and 0s. All data, information and operations are represented inside the computer
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using Os and 1s."L'he operations performed on these Boolean values are called Boolean
operations. Aswe know, operators are required to perform these operations. These

operators ate called Boolean operators or logical operators. There are three basic
logical operators in Boolean algebra. These operators and their operations arc as
follows:

OR - Logical Addition

AND - Logical Multiplication

NOT => Logical Necgation
The first rwo operators require two operands and the third requires only one operand.
Here the operands are always Boolean variable or constants and the result will always
be either True (1) or False (0).

Computers perform these operations with some electronic circuits, called logic circuits.
A logic circuit is made up ot individual units called gates, where a gate represents a
Boolean operadon. A Logic gate 1s a physical device that can perform logical
operations on one or more logical mputs and produce a single logical output. Logic
gates are primarily implemented using diodes or transistors acting as clectronic switches.
‘There are three basic logic gates and they represent the three basic Boolcan operadons.
These gates are OR, AND and NOT.

a. The OR operator and OR gate

Let us consider a real life situation. When do vou use an umbrella? When it rains, isn’t
it? And of coursc, if it is too sunny. We can combine these two situations using a
compound statement like “If it is

raining or if it is sunny, we usc an | Raining | Sunny Need Umbrella
umbrella”. Note down the use of or N0 No No
i this statement. The interpretation o Yes Yes
of this statement can be shown as in Ve N Yes
L o . . cs O cs
Lable 2.8. T'he logical reasoning of the Yos Yes Yos

use of umbrella in our example very

Tuble 2.8: Logical OR operation
much resembles the Boolcan OR

opcration.

The OR operator performs logical addition and the symbol used for this operation is
+ (plus). The expression A + B is read as A OR B. Table 2.9 is the truth table that
represents the OR operation. Assume that the variables A and B are the inputs
{operands) and A + B is the outpur (result). 1t1s clear from the truth table that, 1f any
one of the inputs is 1 (True), the outpur will be 1 (True).
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Truth Table is a table that shows Boolean A B A+B
operations and their resules. It lists all possible 0 0 0
inputs for the given operation and their 0 1 1
corresponding output. Usually these ] 0 1
operations consist of operand variables and . . )
operators. The operands and the operators

. - Tuble 2.9 : Truth tuble of OR operali
together are called Boolcan expression. Truth e rutlable of OR operation

Table represents all possible values of the operands and the corresponding results
(values) of the operaton. A Boolean expression with m operands (variables) and #
operators require 27 rows and m+ 2 columns.

While designing logic circuits, the logic gate used to
implement logical OR operation is called logical OR gate. 4

[igure 2.5 shows the OR gate symbol in Boolean algebra. g

‘L'he working of this gate can be fllustrated with an clectronic Fig. 2.5 -

Logical (OOR gate

circuit. Figure 2.6 1llustrates the schematic crreuit of parallel

switches which shows the idea of an OR gate. Here A and B are two switches and Y 1s
a bulb. Cach switch and the bulb can take cither close (ON) or open (OLT) state. Now
letus relate the operation of the above circuit with the funcooning of OR gate. Assume
that Ol represents the logical LOW state (sav 0) and ON represents the logical HIGEH
(say 1} state. It we consider the state of switches A and B as input to the OR gate and
state of bulb as ourput of OR gate, then the truth table shown in Table 2.9 will describe
the operation of an OR gate. Thus the Boolean expression for OR gate can be written

as: Y =A+B
A

e —

— o

B
it L ‘ Lamp - OFF =0
- Lamp -ON =1

Switch A - Open = 0(OFF}, Closed = 1 (ON)
Switch B - Open = 0{OFF), Closed =1 (ON)

Fig. 2.6 : Circuit with two switches and a bulb for parallel conneciion

An OR gate can take more than two mputs. Let us see what will be the truth table,
Boolcan expression and logical symbol for the three input OR gate.
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The truth rable and the gate symbol shows A B C A+B+C
that, the Boolcan expression for the OR gate 0 0 0 0
with three mputsis Y=A + B + (.. I'igure 2.7 0 0 | |
shows the representation of OR gate with
three inpurts. I'rom the truth tables 2.9 and 0 ! 0 !
2.10, we can scc that the output of OR gatc is 0 1 1 1
1 if anv inputis 1; and ourputis 0 if and only 1 0 0 1
if all inputs arc 0. 1 0 1 1

2 1 1 0 1

b 1 1 1 1

« Tuble 2.1 : Truth table for OR gute with 3

Fig 2.7 : OR gate inputs
with three inputs

b. The AND operator and AND gate Hotel | Money Take Food
We will discuss another situation to No No No
uniderstand the concept of AND Boolean No Yes No
operation. Suppose you are away from home Yes No No
and it is lunch time. You can have your food Yes Yes Yes
only if two conditions are satisfied — (1) there Tuble 2.11  Logical AND operation
should be a hotel and (i) you should have
enough money. I lere also, we can make a compound A B A.B
statement like “If there is a hotel and if we have 0 0
money, we can have food”. Note the use of and in 0 1
this statement. lable 2.11 shows the logical reasoning 1 0 0
of getting food and 1t very much resembles the ] 1 P
Boolean AND opcrarion. Tuble 2.12 : Truth fable of AND
‘The AND operator performs logical muldplicatdon operation

and the symbol used for this operatdon is . (dot). The

expression AL Bisreadas A AND B.'lable 21215 the A —— AB
truch table that represents the AND operation. Assume
that the variables A and B arc the inputs (operands)
and A | B is the output (result}. Kig 2.8 : Logical AND gare

While designing logic circuits, the logic gate used to implement logical AND operation
s called logical AND gate. Figure 2.8 shows the ANI gate symbol in Boolean algebra.

_—



Downloaded from https:// www.studiestoday.com
A®®

The working of this gate can be

lustrated with an clectronic circuit A, B,

shown in Figure 2.9. T'his schemade v

circuit has two serial switches which [+ Lamp—QFF = ¢
T i Larnp~ ON = 1

illustrates the idea of an AND gate.
Here A and B are two switches and Y

is a bulb. Fach switch and the bulb
can take erther close (ON) or open
(OL1Y) state. Now let us relate the
operation of the above circuit with
the functioning of AND gate. Assume that
OVFF represents the logical 1LOW state (say 0)
and ON represents the logical HIGH state (sav
1). If we consider the state of switches A and
B as input to the AND gate and state of bulb
as output of AND gate, then the Boolean
expression for AND gate can be written as:
Y=A.B

An AND gate can take morc than two inputs.
Ietus sce whatwill be the truth table, Boolean
expression and logical symbol for three mpurt
AND gate. The truth table and the gate symbol
shows that the Boolean expression for the
AND gate with three inputsis Y=A . B . C

Fipure 2.10 shows the representadon of AND
gate with three inputs. From Truth Tables 2.12
and 2.13, we can see that the outputr of AND
gate is (it any inputis 0; and outputis 1 if and
only if all inputs arc 1.

¢. The NOT operator and NOT gate

Swiich A — Open = G {OFF), Closaed = 2 {ON)
Switch B -
Fig. 2.9 : Circuit with two switches and a bulb for

Opeatr = D {OFF), Closed = 1 {ON}

serial connection

A B C AB.C
0 0 0 0

0 0 1 0

0 1 {

0 1 1

1 0 {

1 0 1

1 1 0 0

1 1 1 1

Table 2.13 : Truth table for AND gate with 3
inputs

Fig 2,10 : AND guie with three inputs

I.etus discuss another case to familiarise the Boolean NOT operation. Suppose you
jog evervday in the morning, Can you do it every dayr If it rains, can vou jog in the

morning? ‘lable 2.14 shows all the possibilitics of this
situaton. Itis quite similar to Boolean NO'L" operation.

It is a unary opcrator and hence it requites only onc
operand. The NOT operator performs logical negagon
and the symbol used for this operation is - (over-bar).

Raining Jogging
No Yes
Yes No

Tuble 2.14: Logical NOT
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The expression 4 1s read as A bar . Teis also expressed A A
as Al and read as A dash. "Lable 2.15 is the truth table 0 1
that represents the NOT operation. Assume that the 1 0

variable A is the input (operand) and » is the output — =" ———- o NOT
(result). Tt is clear from the truth table that, the output operation

will be the opposite value of the nput. The logic gate used A
to implement NOT operation is NOT gate. Iigure 2.11 AADO—
shows the N(Y'1' gate symbol.

Fig. 2.11 : NOT gate
AN gate is also called Znwerter. It has only onc input
and one output. The input is always changed into its opposite state. If inputis O, the
NOT gate will give 1ts complement or opposite which 1s 1. 1f the input 1s 1, then the
NOT gate will complement it to 0.

Check yourself

Define the term Boolean variable.
A logic circuit is made up of individual units called

Name the logical opetator/gate which gives high ourputif and only
if all the inputs are high.

Define the term truth table.

5. An AND operation performs logical and an OR
operation performs logical

6. Draw the logic symbol of OR gate.

2.6 Basic postulates of Boolean algebra

Boolean algebra being a system of mathematics, consists of certam fundamental laws.
‘These fundamental laws are called postulates. "T'hey do not have proof, but are made
to build solid framework for scientific principles. On the other hand, there are some
theorems in Boolean algebra which can be proved based on these postulates and laws.

Postulate 1: Principles of 0 and 1
IHTA#0,then A=1 and if A#1, then A=0

Postulate 2: OR Operation (Logical Addition)
0+0=0 0+1=1 1+0=1 1T+1=1

Postulate 3: AND Operation (Logical Multiplication)
0.0=0 0.1=0 1.0=0 1.1=1
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Postulate 4: NOT Operation (Logical Negation or Compliment Rule)
0 =1 1=0

Principle of Duality

When Boolean variables and /ot values are combined with Boolean operators, Boolean
expressions are formed. X + Y and A + 1 are examples of Boolean expressions. The
postulates 2, 3 and 4 arc all Boolean statements. Consider the statements in postulate
2. Tf we change the value O by 1 and 1 by 0, and the operator OR () by AND (), we
will get the statements in postulate 3. Similarly, if we change the value O by 1 and 1 by
0, and the operator AND (. } by OR (+) in statements of postulate 3, we will get the
statements of postulate 2. 'This conceptis known as principle of duality.

‘L'he principle of duality states that for a Boolean statement, there exists its dual form,
which can be detived by

1) changing cach OR sign (+ ) to AND sign (. )

(i) changing cach AND sign (.} to OR sign { +)

(1if) replacing cach O by 1 and cach 1 by 0

2.7 Basic theorems of Boolean algebra

‘L'here are some standard and accepted rules in every theory. The sct of rules are known
as axtoms of the theorv. A conclusion can be detived from a set of presumpdons by
using these axioms or postulates. This conclusion is called law or theorem. Theorems
of Boolean algebra provide tools for simplification and manipulation of Boolean
expressions. Let us discuss some of these laws or theorems. These laws or theorems
can be proved using truth tables and Boolean laws that are already proved.

2.7.1 Identity law
If Xis a Boolean variable, the law states that:
@ 0+X=X ) 1+X=1
@ 0.X=0 vy 1.X=X
Statements (1) and (if) are known as addidve idendey law; and statements (iif) and {iv)
are called multiplicative identity. Also note that, statement (v} is the dual of (1) and

vice versa. Similarly, statements (it) and (iif) arc dual forms. "The truth tables shown in
‘Lables 2.16(a), 2.16(b), 2.17(a) and 2.17 (b) prove these laws.
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0] X 0+X 1| X 1+X
0 0 (} 1 (} 1
0 1 1 1 1 1
Table 2.16 () : Additive Identity low Table 2.16 (b) : Additive Identity low

Table 2.16 (a) shows that columns 2 and 3 are the same and it 1s proved that0 + X =
X. Similarly, columns 1 and 3 of table 12.16 (b) are the same and hence the statement
1+X=1 15 truc.

0 | X 0.X 1| X 1.X
(} 0 () 1( 0 (}
0 1 0 111 1
Table 2.17(a) : Multiplicative Identity low Table 2.717(b) : Multiplicative Identity Taw

‘Lable 2.17 (a) shows that columns 1 and 3 are the same and it is proved that 0 . X = ().
Similatly, columns 2 and 3 of ‘lable 2.17 (b} arc the same and hence the statement
1. X=X 15 true.
2.7.2 Idempotent law
The idempotent law states that: - 1) X + X =X

and (i) X. X=X
If the value of Xis (), the
statcments are truc, X X X+X X X X.X
because O + 0 = 0 0 0 0 0 0 0
(Postwlate Zyand 0. 0=0
(Postulate 3). Similarly the
statements will be true
when the value of Xis 1. 1ruth Tables 2.18 (a) and 2.18 (b) shows the proof of thesce

laws. Also note that the statements are dual to each other.

1 1 1 1 1 1
Tuble 2.18 (u)  Idempotent faw  Table 2.18 (b) : Idempotent law

2.7.3 Involution law

This law states that: ; =X

Let X =0, then xx = 1 (Postalare 4); and if we take its

. =__ —_ - . . o X ; ;
compliment, 3 = 1= 0, which is same as X. The ] 1 0
statement will also be true, when the value of Xis 1. i ) "
Columns 1 and 3 of Table 2.19 show that ; =X Tuble 2.19 : Involution luw
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2.7.4 Complimentary law

The complimentary law states that: (i) X + X =1

and @HX.X =0
If the value of X is 0, then X becomes 1. Hence, X + X becomes () + 1, which results
into 1 (Postutate 2). Similatly when Xis 1, X will be (). "Lhe truth tables 2.20 (a) and

2.20 (b) show the proot of these laws taking all the possibilitics. Also note that the
statements are dual to each other.

X | X | X+X X X | X.X
{) 1 1 () 1 ()
1 0 1 1 0 0
Tuble 2.20 (uj - Complimentarv Table 2.20 (b) : Complimentary
{erw T

2.7.5 Commutative law

Commutative law allows to change the position of variables in OR and AND
operations. 1f X and Y are two variables, the law states that

OHX+Y=Y+X
and (I X.Y=Y.X

The truth table shown in Tables 2.21 (4} and 2.21 (b} prove these statements.

X Y X+Y Y+X X Y XY Y.X

0 0 0 { 0 0 { {

0 1 1 1 0 1 0 0

1 (} 1 1 1 (} 0 0

1 1 1 1 1 1 1 1
Tuble 2.21 (u) : Commutative faw Tuble 2.21 (b) : Commutative faw

‘The law ensures that order of the operands for OR and AN operations docs not
affect the outpur in each case.

2.7.6 Associative law

In the case of three operands for OR and AND operations, associative law allows
grouping of operands differently. If X, Y and Z are three vatiables, the law states that:
i X+ (Y+2)=(X+Y)+2Z
and (WX (Y.Z)=(X.Y).7Z
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The truth tables shown in Tables 2.22(a) and 2.22(b) prove these statements.

X Y Z X+Y Y+X X+(Y+Z) (X+Y)+Z
{ 0 { { 0 0 0
{ 0 1 { 1 1 1
{) 1 {) 1 1 1 1
{ 1 1 1 1 1 1
1 0 0 1 0 1 1
1 0 1 1 1 1 1
1 1 { 1 1 1 1
1 1 1 1 1 1 1

table 2.22¢a) : Associarive law 1
In’lable 2.22(a), columns ¢ and 7 show that X + (Y + Z) = (X + Y} + Z. Columns 6
and 7 of Table 2.22(b) show the validity of the experience X . (Y. 7Z)=(X.Y }./Z

X Y Z X.Y Y.Z X.Y.2) X.Y).Z
{ 0 { { 0 0 (0
{) 0 1 {) 0 0 0
0 1 0 0 0 0 0
{ 1 1 0 1 0 0
1 0 0 0 0 0 0
1 0 1 { () 0 (0
1 1 {) 1 0 0 0
1 1 1 1 1 1 1

Tuble 2.22(b) : Associative loaw 2

Assoclative law ensures that the order and combination of varables in OR (logical
addition} or AND (logical multplication) operations do not affect the final output.

2.7.7 Distributive law

Distributive law states that Boolean expression can be expanded by multiplving terms
as In ordinary algebra. It also supports expansion of addition operation over
multiplication. If X, Y and Z arc variables, the law states that:

HX.(Y+Z)=X.Y+X.Z
and HX+Y.Z=(X+Y).(X+7)
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The tollowing truth tables prove these statements:

X Y Z Y+Z X.(Y+Z) XY XZ XY+XZ
0 0 0 0 0 0 0 0
{ 0 1 1 0 { 0 0
{ 1 (0 1 (0 { (0 0
{) 1 1 1 () {) () 0
1 0 0 0 0 {) 0 0
1 0 1 1 1 0 1 1
1 1 0 1 1 1 0 1
1 1 1 1 1 1 1 1

Tuble 2.23¢a) : Distribution of Multiplication over Addition

Columns 5 and 8 of Table 2.23(a) show thatX.(Y+Z)=X. Y+ X.Z

X Y Z Y.Z X+Y.Z | X+Y | X+Z | (X+Y).(X+Z)
{ 0 0 0 0 { 0 0
{ 0 1 0 (0 { 1 0
{) 1 0 0 0 1 0 0
{ 1 1 1 1 1 1 1
1 0 0 0 1 1 1 1
1 0 1 0 1 1 1 1
1 1 (0 0 1 1 1 1
1 1 1 1 1 1 1 1

Table 2.23(b) : Distriburion of Addition over Multiplication
Columns 5 and 8 of Table 2.23(b) showthat X + Y./ =(X+Y). (X + 7))

We are familiar with the first statement in ordinary algebra. To remember the second
statement of this law, find the dual form ot the first.

2.7.8 Absorption law

Absorpron law s a kind of distributive law in which two variables are used and the
result will be one of them. It Xand Y are variables, the absorption law states that:

O X+(X.Y)=X
and (MHX.(X+Y)=X
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The truth tables shown Tables 2.24(a) and 2.24(b) prove the validity of the statements
ot absorption law.

XY [X.Y X+(XY) X Y X+Y | X(X+Y)
() () () {) {) 0 {) 0
() ! () { { 1 1 ()
1 0 0 1 1 0 1 1
1 1 1 1 1 1 1 1

Table 2.24 (a) : Absorption faw Table 2.24 (b} : Absorption law

Columns 1 and 4 of Table 2.24(a) and columns 1 and 4 of Table 2.24(b) show thart the
laws are true.

Table 2.25 depicts all the Boolean laws we have discussed so far.

No.| Boolean Law Statement 1 Statement 2
I | Additive [dentily 0+X=X 1+X=1
2 [ Multiplicative Identity | 0 . X =0 1. X=X
3 | Idempotent L.aw X+X=X X. X=X
4 | Involution Law x=X
5 | Complimentary Law | X+ ¢ =1 X.x =0
6 | Commutative Law [ X+Y=Y+X X.¥=Y.X
7 | Associalive Law XHY+LH=(X+Y)+Z | X AY.Z)=(X.X¥).Z
8 [ Distributive Law X AY+Z)=X.Y+X.Z | X+H(Y.Z)=(X+Y).(X+Z)
9 | Absorption Law X+(X.¥Y)=X X . (X+Y)=X

Table 2.25 - Boolean faws

The laws we discussed have been proved using truth tables. Some of them can be
proved by applying some other laws. This method of proot is called algebraic proot.
Let us see some of them.

i. Toprove thatX. (X +Y )} =X — Absorption law

LHS

=X.(X+Y)
=X.X+X.Y
=X+X.Y
=X.(1+Y)

(Distribution of multiplication over addition)

(Idempotent law)

{(Distribidtion of mullipfeation over addilion)
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-x.1 (Additive identity)
- X (Multiplicative identity)
=RHIS

ii. To prove thatX + (X.Y ) =X — Absorption law

LHS =X+(X.Y)

=X.1+X.Y (Mudtiplicative identity)

=X.(1+Y) (Distribution of multiplication over addition)
=X.1 (Additive identily)

=X (Multiplicative identity)

= RHS

iii. To prove that X + (Y .Z) = (X+Y) . (X+Z) — Distributive Law

I.etus take the expression on the RIS of this statement.

(XAY) . (X+2)
= (X+Y). X+ X+Y). Z
=X XA+ 7. X 4Y)
=X.X+X.Y+7Z.X+AY
“X+X.Y+Z.X+Z.Y
=X 1+X.Y+Z.X+Z.Y
=X. A+ +2.X+7.Y
=X.1+Z.X+2Z.Y
=X.(1+Z)+Z.Y
=X.1+7.Y
=X +Y.”

= LHS

(Distribution of multiplication over addition)
(Commutalive law)

(Distribution of mulliplication over addition)
(Idempotent low)

(Multiplicative identity)

(Distrebution of mulliplicativn over addilion)
(Additive identity)

(Distribution of multiplication over addition)
(Additive identity)

(Multiplicative identity and Commulaiive low)

‘Lhe expression obtained is the LHS of the given statement. "Lhus the theorem is proved.
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2.8 De Morgan’s theorems

Augustus De Morgan (1806 —1871), a famous logician and mathematdcian of University
College, 1 .ondon proposed two theorems to simplify complicated Boolean expressions.
These theorems are known as De Morgan’s theorems. The two theorems are:

O XV -ox-¥

@ Xv= Xty
Literally these theorems can be stated as

i) “the complement of sum of Boolcan variables is equal to product of their
individual complements™ and

iy  “the complement of product of Boolcan vatiables is equal to sum of their
individual complements™.

Algebraic proof of the first theorem

We have to prove that, X +y = x . v

Letusassume that, Z=X+Y _ (1)
Then, Z=X+Y (2

We know that, by complimentary law, the equatons (3) and (4} are true.
Z+7Z=1 ____ (3
Z.Z =0 ____ &

Substituting expressions (1) m (3) and (2} n (4), we will get equatons (5} and (0).
X+ +(x+v)=1 ____ (5
X+Y) . (X+v) =0 (6

For the time being let us assume that De Morgan’s first theorem s true. 1f so, (X +Y)
m equadons (5) and (6} can be substitured with (7 . y ). Thus equations (5) and (0) can
be modified as follows:

X+V+(X.Y)=1 ____ (D
X+ (X.Y)=0 ____ (&

Now we will prove equations (7) and (8) separately. If they are correct, we can conclude
that the assumptions we made to form those equations are also correct. Thart is, if
equations (7) and (8) ate truc, De Morgan’s theorem is also truc.

Consider the LHS of equation (7},

X+ +(X.Y) =X+Y+X).X+Y+Y) (Distributive Law)
=X+ X+Y).X+Y+Y) (Associative Law)
=1+Y).X+1) (Complimentary .aw)

—
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=1.1 (Additive Identity)
=1
= RHS

Now; let us consider the LHS of equation (8),

X+Y).(X-Y) =&.X.Y)+({.X.Y) (Distributive aow)
=X. X.Y)+({X.Y.X) (Associative Law)
=0.Y)+0.X) (Coniplimentary 1.aw)
=0+0 (Multiplicative Identity)
=10
= RHS

We have algebraically proved equations (7) and (8), which mean that De Morgan’s first
theorem is proved. The theorem can also be proved using truth table, but it is left wo
FOU 48 an exercise.

Algebraic proof of the second theorem

We have to prove that, X. Y=y + v

letusassumethat, Z=X.Y (1)
‘Then, 7 = XYy (2)
We know that, by complimentary laws the equatons (3) and (4) are true.
Z+,=1_ (3
Z.7 =10 #
Substituting expressions (1) in (3) and (2) in (4), we will get the expressions (5) and (6).
XY+ (xy)=1 - ®

X.Y). (Xy)=0 ©)
['or the time being let us assume that De Morgan’s sccond theorem is true. It so,
(X.Y )in cquations 5 and 6 can be substituted with (X +7 ). LT'hus cquations (5) and
(6} can be modified as follows:

XYV (x+tvy)=1 O

X.Y).(x+y)=0 ______ &
Now we will prove equanons (7} and (8) separately. [f they are correct, we can conclude

that the assumptions we made to form those equations are also correct. That is, if
cquations (7} and (8) are true, De Morgan’s theorem is also truc.
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Consider the LHS of equation (7),

X.V+(x+ty) =(x+ty )+ X.Y) (Commultative I aw)
=(x+y +X).(x+y +Y) (Distributive Iaw)
=(Xx+X+y ). (xt+y +Y) (Asocarve Law)
=1+y ). (X+D (Complimentary Lanw)
=1.1 {(Additive Identity)
=1
= RHS

Now, let us consider the LHS of equation (8),
X.Y).(X+Y) =X.Y.X)+X.Y.y) (Distributive Law)
=(X.X.Y)}+(X.Y.¥) {Associalive Iaw)

=0. V) +X.0) (Complimentary Law)
=040 (Muttiplicative Identity)
=0

= RIS

We have algebraically proved equations (7) and (8), which mean that De Morgan’s
second theorem is proved. The theorem can also be proved using truth table, buritis
left to you as an excreise.

We can extend Demorgan's theorem for any number of variables
as shown below:

A+B+CH+D+.... 4. p.C.

t:: |

ABC.D..... A+ B+C + D+

Although the identities above represent De Morgan's theorem, the
transformation is more easily performed by following the steps given below:

(i) Complement the entire function
(ii) Change all the ANDs (.) to ORs (+) and all the ORs (+) to ANDs (.)
(iiil) Complement each of the individual variables.

This process is called demorganisation and simply demorganisation is 'Break
the line, change the sign'.

_—
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Check yourself

I'ind the dual of Boolean expression A.B+B.C=1
Name the law which states that A+A=A.
(a) Commutative law  (b) Idempotent Law  {c) Absorption Law

State De Morgan's theorems.

2.9 Circuit designing for simple Boolean expressions

By using basic gates, circuit diagrams can be designed for Boolean expressions. We
have seen that the Boolean expressions A.B is represented using an AND gate, A+B
is represented using an OR gate and A is represented using a NCOYL gate. Let us sce
how a circuit is designed for other Boolean expressions.

Consider a boolean expression A +B, whichis DO a i.p
an OR operation with two input and firstinput Dﬁ
1s inverted. So circuit diagram can be drawn as
shown in Iigure 2,12,

Fig 212 : f(4, B} — 1B

Example: Construct a logical circuit for Example: Construct a logical expression
Boolean expression (X, Y)=X.Y+ v forfa.b)=(a+b).(a + 1)

i — {a+h)
h

(a+b).(@ +h)
a

Fig2i4:f(a b} —(a—bi.(a + b J

Fig213:f(X, V) =XY ~

Example: Construct logical circuit for the Boolean expression , b +a.y,

L
o —

Fig215.:ff(a, b) — 4 b —ay,
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2.10 Universal gates

‘The NAND and NOR gates are called universal gates. A universal gate is a gate which
can implement any Boolean functdon without using any other gate type. In practice,
this 18 advantageous, since NAND and NOR gates are economical and easier to
fabricate and are the basic gates used m most of [C digital logic families,

2.10.1 NAND gate

This is an AND gate with its output inverted by a NO'L gate. The logical circuit
Arrangc s show ) 16.
wrrangement is shown in Flg.urc 2.16 , s v B
Note that A and B are the inputs of 5 ,' DC

AND gate and its outputis (A.B). 'The
output of AND gatc is inverted by an  Fig 2,76« Cirewir realisation of NAND gare
inverter (NO'L gate) to get the resultant output Y as

(AB). So the logical expression fora NAND gatcis | A B Y=(A.B)
— 0 0 1

(A.B)- From the truth table shown as "Table 2.26, we P 1 )

can see that output of a NAND gate 15 1 1f any one | 0 ]

of the input is 0. It produces outpur 0 if and only if . . 5

all inputs are 1. This 1s the inverse operation of an
AND gate. So we can say that a NAND gate is an
inverted AND gate.

Table 2.26 1 NAND truth table

The logical symbol of NAND gate 1s shown in Figure A (4.8)

2.17. Note that the NAND symbolis an AND symbol B
with a small bubble at the output. ‘The bubble is
sometimes called an invert bubble.

Fig. 2.17 : NAND gate

2.10.2 NOR gate

This 1s an OR gate with its output A ;\A +B {>CY =(4+B)
inverted by a NOT gate. The logical B i/

circult arrangement 18 shown in Figure

2.18.

Fig 2,18 : Circwt realisation of NOR gate

Note that A and B arce the input of OR gate and its output is (A+B). 'The output of
OR gate 1s inverted by an inverter INOT gate) to get resultant ourput as {A+B). So

the logical expression fora NOR gate 1s (A +B). Let us see the truth table of the two
mput NOR gate.

_d—
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From the truth table shown on as ‘Lable 2.27, we A B Y={A+B)
can see that output of a NOR gate 1s 1 if and onlv if 0 0 1

all inputs arc (. It any one of the inputs is 1 it 0 1 0
produces an output ). "L'his is the inverse operation

of an OR gate. So we can say that a NOR gate is ! v v

an inverted OR gate. bawelo o3 ihie peven Qanse
The logical symbol o/ NOR gate is shown in Figure 2.19.

Note that the NOR symbol is an OR symbol witha 4 (4+8B)
small bubble at the output. B

2.10.3 Implementation of basic gates using Fig. 2.19 : NOR gate

NAND and NOR

We can design all basic gates (AND, OR and NO'L) using NAND or NOR gatce alonc.
I.ctus see the implementaton of basic gates using NAND gate.

NOT gate using NAND gate

We can implement a NOT gate (inverter) ustng a NANID by applying the same signal
to both inputs of 2 NAND gate as shown in Iigure 2.20.

A_[ (A.A) =4 ., I: n

Fig. 220 : NOT gate using NAND gate

Proof:
ANAND A= (E)
= A Sincc AA=A —

A AA (ALA) A
‘T'he truth table shown as "lable 2.28 is the 0 0 1 1
roof for obtaining NOT gate using NAND ]
Eq te © © & E'abfe 228 L Pro l‘usirg}g Lrudh Icrb}ze
b( .

AND gate using NAND gate

We can implement an AND gate by using a NAND gate followed by another NAND
gate to invert the output as shown in Figure 2.21.

A — (4.5) AR A= A.B
R — 5=

Fig. 2.21 : AND gate wusing NAND gate
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Proof
We know that A NAND B = (E)
(ANAND B)NAND (ANAND B) = (3 B) NAND (3B}

= ((AB).(AB))
= ( (E) Yy Since AA= A
= AB Since (K) = A

Table 2.29 shows the proot for obtaining AND gate using NAND gate with the help
of the ouch table.

A | B | AB |(aB) (A.B).(A.B) ((AB).(AB))
0 [ o 0 1 ] 0
0 | 1 0 1 1 0
1| o 0 1 1 0
1 1 1 0 0 1

{able 2.29 - Proof using truth table
OR gate using NAND gate
‘The OR gate is replaced by a NAND gate with all its inputs complemented by NAND

gate inverters as shown in Figure 2.22.

e
D
Proof: Fig. 2.22 : OR gate using NAND gate
ANAND A = (AA)
= A
Similatly, BNAND B =3

Thetefote, (A NAND A) NAND (B NAND B) 1 NAND 3
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Table 2.30 shows the proot for obtaining OR gate using NAND gate with the help of
truth table.

fam)
f—

0] 0 1 ()

A|B|a|B|aB| (AB) | A+B
1
1

011 ( 0 1
110 011 0 1
1

—

1 1 0 0] 0

—_ ] = =

Tuble 2.30 : Proof using truth table
Thus, the NAND gate 1s a universal gate since it can implement ANID, OR and NOT
operations. Now let us see implementation of basic gates by using another universal

gate, the NOR gate.

NOT gate using NOR gate
We can implement a NOYL gate (inverter) using a NOR by applying the same signal to
both inputs of a NOR gate as shown in Figure 2.23.

Proof: p (A+4) -4 A a
ANORA = (A1 A) EI>: >

— A Since A+A=A Fig 2.23 : NOT guie using NOR gute

‘lable 2.31 shows the proof for obtaining
NOT gate using NOR gate with the help of
truth table.

A |A+A| (A+A) | 2
0 | 0 1 1

| 1 0 0
Tuble 2.31 : Proof using truth 1able

OR gate using NOR gate

We can implement an OR gate by using a
NOR gate followed by another NOR gate to invert the output as shown in Figure

2.24.
A (A+B) A+B A A+B
B B

Fig 2.24: OR  gate using NOR gate
Proof:

We know that ANOR B = (A +B)
(A NOR B) NOR (A NOR B) =(A+B)NOR (A+B)

— (AtB)*+(A+B))
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={(a+B) Since A+A=A

= A+D Since (3 )=A

Table 2.32 shows the proof of obtamning OR gate using NOR gate with the help of the
truch rable.

A B | A+B| (A+B)| (A+B)+ (A.B) (A+B).(A+B))
0 0 0 1 1 0
0 1 1 0 0 1
1 0 1 0 0 1
1 1 1 0 )] 1

Table 2.32 : Proof using truth table
AND gate using NOR gate

‘The AND gate is replaced by a NOR gate with all its inputs complemented by NOR

gate inverters as shown in Figure 2.25.
A— A.B
57—
I: Fig. 2.25 | AND gate using NOR gate

Proof
ANORA = (ATA)=A
Similarly, BNOR B = (R+B)=108
Therefore, (ANOR AYNOR (BNORDB) = A NOR B
=(A}.(g) Since(A+B)=A.B
=AB Since A=A
Thus, the NOR gateisalsoa | A| B | A | B |A+B (A+B) AB
universal gate since it can ol o 1 1 1 0 0
implement the AND, OR and
NO'T opcrations. Table 2.33 011 1 0 1 0 0
represents the proof for | 1| 0 | 0 | 1 1 0 0
Ubt’diﬂiﬂg AND gate USiﬂg 1 1 0 0 0 1 1

NOR gate with the help of
truth rable. Tuble 2.33 : Proof using truth table
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1. Draw logic circuits for the Boolean expression X+Y .

2. Which gates are called untversal gatese

3. gate procuces low (1) output if any one of the input is
high(1)
() OR (by AND (c) NAND (d} NOR

4. ANANDDB=
@A+B () AB ©(A+B) (@) (AB)

Let us sum up

Different methods of data representanon were discussed in this chapter. Before
discussing data representation of numbers, we introduced different number
systems and their conversions. After the discussion of integer and floating
point numbcr representation we have mentioned different methods for
character, sound, image and sound data representation. We have also discussed
the concept of Boolean algebra in detail including logical operators, logic gates
and laws of Boolean algcbra. We concluded the chapter by introducing methods
for designing basic logic circuits and by discussing the importance of universal
gates in circuit designing,

M Lecarning outcomes

After the completion of this chapter the learner will be able to

o explain the characteristics of different number systems.

«  convert one number system to another.

»  perform binary arithmetic.

« represent numbers and characters in computer memory.

o listthe formats of sound, image and video file formats.

« identify the concept of Boolean algebra.

o explan the working of logical operators and logic gates with the help of examples.
» state and prove basic postulates and laws of Boolean algebra,

»  design circuits for simple Boolean expressions.

« implement basic gates using universal gates.
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Sample questions

Very short answer type

1. Whatis the place value of 91n (296), ¢
2. Find octal equivalent of the decimal number 55.
3. l'ind missing terms in the following series
ay 101,, 1010, 1111,
by15,,16,, 17 i
cy 18 ., 1A, 1C , i
4. I (X), — 1010y, = (1000}, then find X.
5. Name the coding system that can represent almost all the characters used in the

human languages in the world.
6. Find out the logical statement(s) from the following .
a} Why arc you late?
b} Will you come with me to market ?
c} India 1s my country.
d) Go to class room.
7. Listthree basic logic gates.
3. Which gate is called inverter?

list two comphmentarity [Laws.

10. "I'he Boolean expression (A +B) tepresents garc.
ay AND by NOR c) OR d) NAND
Short answers type

1. Define the term data representation.

2. What do you mean by a number system? List any four number systems.
3. Convert the following numbers into the other three number systems:
ay (125), b) 98 ¢} (101110, d) (A2B),
4. Find the equivalents of the given numbers in the other three number systems.
a) (711) b) 207.13), ¢ 93.25 d) (10111011.1101),

5 IEX), = &), = (Z), = 28, Thenfind X, Y and Z.
6. Arrange the following numbers in descending order

ay (101), b) (110}, ¢y (111000y, dy (251),
7. Find X,if(X), = (10111), + (11011), - (11100),

—
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10.

11.
12.
13.
14.

What are the methods of representing integers in computer memoryr

Represent the following numbers in sign and magnitude method, 1s complement
method and 2% complement method

ay-19 by +49 c)-97 dy -127

Find out the integer which is represented as (10011001}, in sign and magnitude
method.

Lxplain the method of tepresenting a floating point number in 32 bit computer.
Whar are the methods of representing characters in computer memory?

Bricfly explain the significance of Unicode in character representation.

Match the following:

1y  Tfanyinputis 1 outputis 1 ay  NAND
i)  Tfaninputis O outputis O by OR
1) Ifany mputis 0 output s 1 ¢y NOR
rv) Ifanvmputis 1 outputis 0 d)  AND
15. Find dual of following Boolean expressions
a) X.Y+7, by A.CHAI+AC o (A+0L(ALA)
10. Ll'ind complement of following Boolean expressions
a) AB by AgtCD
17. Construct logic circuit for the following Boolcan expression.
(i) aptc (i) ab+; b+ 1, (i) (a+3).(; +5)
18. Why are NAND and NOR gates called universal gatese Justify with an example.
Long answer type
1. Bretly explain different methods for representing numbers in computer memaory.
2. Brictly explain different methods for representing characters in computer memory.
3. What arc the file formats for storing image, sound and video datar
4. Give logic symbol, Boolean expression and wuth table for three input AND
gate.
5. Prove that NOR gate is a universal gate by implementing all the basic gates.
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Motherboard

Memory - primary storage,
secondary storage

Use of memory in computer
Input output devices

« e-Waste

O
O

Disposal methods
Green computing

+« Software

<

@]
@]

System software {operating
system, language processars,
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Application software
[general purpose, specific
purpose)

Free software and open
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Freeware and shareware
Proprietary software

« Humanware / Liveware
]

Components of the
Computer System

We are familiar with computers and their uses
in today's world. Computer can be defined as
a fast electronic device that accepts data,
processes it as per stored instructions and
produces information as output. 'L'his chapter
presents an overview of the basic design of a
computer system: how the different parts of a
computer system are organised and various
operations ate performed to do a specific task.
We know that a computer has two major
components - hardware and software.
Hardware refers to all physical components
associated with a computer system while
software is a sct of instructions for the
hardware to perform a specific task. When we
use compurters to solve any problem in real
life situations, we define the tasks required to
process data for gencrating information. This
chapter presents the concepts of data
processing at first and discusses how the
functional units of a computer help data
proccssing. Then wvarious hardwarc
components are  presented followed by
electronic waste, its disposal methods and the
concept of green-computing. A detailed
classification of software is listed along with
different types of computer languages. We will
also discuss the concepts of open source,
treeware, sharcware and proprictary softwate.
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3.1 Data processing

Data processing refers to the operations or activites performed on data to generate
information. Data denotes raw facts and figures such as numbers, words, amount,
quantity, cte. that can be processed or manipulated. Information is a meaningful

and processed form of darta. It adds to

. . ~--# Data Capturing
our knowledge and helps 1n making
decisions. Data processing proceeds +

through six stages as in l'igure 3.1. | Input I‘"“‘m.

{ay Capturing data
(b) [nput of data

{c) Storage of data
(d) Processing / manipulating data

{¢) Outputof information

(ty Distribunon of mformation
I.etus take a close look at these stages. Fig. 3.1 : Data processing stages

Capturing Data: This is the first stage in data processing, Here a proforma, known
as the source document, 1s designed to collect data in proper order and formar.
‘Lhis document is used tor data collection.

Input: In this stage, the data collected through the source documents is fed to the
computer for processing. But now a days, in many casces, the data are directly fed
into the computer without using source documents.

Storage: In data processing, the input data are stored before processing. “The
informaton obrained after processing may also be stored.

Process: I'hc data stored in computers is retrieved for processing. Various
operadons like calculation, classification, comparison, sorting, filtering, summarising,
etc. may be carried out as part of processing,

Output: The processed data is obtained in this stage in the form ot information.
The output may be stored for future reference as it may be used for generating
somc other information in another context.

Distribution of information: The informaton obtained from the output stage 1s
distributed to the beneficiaries. "Lhey take decisions or solve problems according
to the information.

We have seen the activities involved in data processing, Computers arc designed in
such a way that it can be involved in these activities. Let us see how the functional
units of a computer are organised.
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3.2 Functional units of a computer

Hxyen though computers differ in size, shape, performance and cost over the years,
the basic organisation of a computer is the same. As we discussed in Chapter 1, it
is based on a model proposed by John Von Neumann, a mathematician and computer
scientst. Tt consists of a few functional units namely, Input Unit, Central Processing
Unit, Storage Unitand Output Unit as shown in Figure 3.2. Fach of these units 1s

assigned to perform a particular task. Let us discuss the functions ot these units.

Storage Unit

F 3
N
Contral Unit Qutput f
> ] P g
: Unit ﬁ._&.,
-
Adthmetic : f. _1.
LE@IE Unit nrormstion
[Rasults)
1
Registers
Central
Processing Unit

Fig. 3.2 Busic organisation of computer

a. Input unit

‘L'he collected data and the instructions for their processing are entered the computer
through the input unit. They are stored in the memory (storage unit). The data may
be in different forms like number, text, image, audio, video, cte. A variety of devices
arc available to input the data depending on its nature. Kevboard, mousc, scanner,
mic, digital camera, etc. are some commonly used input devices. In short, the
tunctions performed by input unit are as follows:

1. Accepts instructions and data from the outside world.
2. Converts these instructions and data into a torm acceptable to the computet.

3. Supplies the converred instructons and data to the computer for processing,

b. Central Processing Unit (CPU)

The CPU is the brain of the computer. In a human body, all major decisions are
taken by the brain, and other parts of the body function as directed by the brain.
Similatly, in a computer system, all major calculations and comparisons are made
inside the CPU. Itis also responsible for activating and controlling the operations
of other units of the computer. The functions of CPU are performed by three
components - Arithmeudc Logic Unit (ALU), Control Unit (CU) and Registers.

—1
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i. Arithmetic Logic Unit (ALU)

The actual operatons specified in the instructons are carried out in the Arnthmenc

Logic Unit (ALU). It performs calculations and logical operations such as
comparisons and decision making, The data and mstructions stored in the storage
unit are transterred to the ALU and the processing takes place in it. Intermediate
results produced by the ALU are temporarily transterred back to the storage and
are rerrieved later when needed for turther processing, Thus there is a data flow
berween the storage and the ALU many times before the endre processing is
completed.

ii. Control Unit (CU)

Liach of the functional units has its own functon, but none of these will perform
the function unrl 1t 1s asked to. This task 1s assigned to the control unit. Itinvokes
the other units to take charge of the operation they are associated with. It is the
central nervous system that manages and coordinates all other units of the computer.
It obtains instructions from the program stored in the memory, interprets the
operation and issues signals to the unit concerned in the system to execute them.
iii. Registers

These are temporary storage elements that facilitate the functions of CPU. There
are variety of registers; each is designated to store unique items like data, instruction,
memory address, resulrs, etc.

c. Storage unit

The data and mstrucoons entered in the computer through input unit are stored
inside the computer before actual processing starts. Stmilarly, the information or
results produced after processing are also stored nside the computer, before
transferring to the output unit. Moreover, the ntermediate results, 1 any, must also
be stored for further processing. The storage unit of a computer serves all these
purposes. In short, the specific functions of storage unit are to hold or store:

1. Daraand instructions required for processing,

2. Intermediate results for ongolng processing,

3. linal results of processing, before releasing to the outpur unit.

The storage unit comprises of two types of storages as detatled below:

L. Primary storage: It is also known as main memory. It 1s again divided into
two — Random Access Memory (RAM) and Read Only Memory (ROM). RAM
holds instructions, data and intermediate results of processing. It also holds
the recently produced results of the job done by the computer. ROM containg

mstructnons for the start up procedure of the compurer. The Central Processing
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Unit can directly access the matn memory at a very high speed. But 1t has
limited storage capacity.

ii. Secondary storage: It is also known as auxiliary storage and it takes care of
the limitations of primary storage. It has huge storage capacity and the storage
15 permanent. Usually we store data, programs and information i the secondary
storage, but we have to give instruction explicity for this. Hard disk, CDs,
DVDs, memory sticks, cte. ate some examples.

d. Output unit

‘T'he informaton obtained after data processing is supplicd to the outside world
through the output unit in a human-readable form. Monitor and printer are the
commonly used output devices. The functions performed by outpur unit can be
concluded as follows:

1. Reccives the results produced by the CPU in coded form.

Converts these coded results to human-readable form.

Rl

Supplies the results to the outside world.

3.3 Hardware

We know that a computer system consists of hardware and software. The term
hardware represents the tangible and visible parts of a computer, which consists of
some clectro mechanical components. These hardware components are associated
with the functonal units of a computer. et us discuss some of these components.

3.3.1 Processors

In the previous scedon, we learned that CPU (Central Processing Unit) is responsible
for all computing and decision making operations and coordinates the working of
a computer. The performance of a CPU determines the overall performance of
the computer. Since CPU is an Integrated Circuit (IC) package which contains millions
of transistors and other components fabricated into a single silicon chip, itis also
referred as microprocessor. Figure 3.3 shows the processors developed by some
manufacturers. A CPU is usually plugged into a large socket on the main circuit
board (the motherboard) of the computer. Since heat is generated when the CPU
works, a proper cooling system is provided w 1rh a heat sink and fan. T'he commonly
used processors are Intel core 13, core j
13, core 17, AMD Quadcore, etc.

Registers are storage locations inside
the (‘PU_ whose contents can be
cessed more quickly by the CPU than Fig. 3.3 : Different Processors
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Every computer contains an internal clock that regulates
the rate at which instructions are executed. The CPU
requires a fixed number of clock ticks (or clock cycles) to
execute each instruction. The faster the clock, the more
the instructions the CPU can execute per second. Another factor is the
architecture of the chip. The number of bits the processor can process
at one time is called word size. Processors with many different word
sizes exist: 8-bit, 16-bit, 32-bit, 64-bit, etc.

other memory. Registers are temporary storage areas for mstructions ot data. They
arc not a part of memory; rather they are special additional storage locations that
offer the advantage of speed. Registers work under the direction of the control
unit to accept, hold and transfer instructions or data and perform anthmetc or
logical operations at high speed. It speeds up the execution of programs. Important
registers inside a CPU are:

i. Accumulator: The accumulator is a part of the arithmetic/logic unit (ALU).
‘I'his register is used to store intermediate result while performing arithmetic
and logical operations. It is also called register A,

ii. Memory Address Register (MAR): [t stores the address of a memory locadon
to which data is either to be read or written by the processor.

iii. Memory Buffer Register (MBR): It holds the data, cither to be written to or
rcad from the memory by the processor.

iv. Instruction Register (IR): The instructions to be execured by the processor
are stored in the Instruction Register.

v. Program Counter (PC): It holds the address of the next instrucdon to be

exccuted by the processor.

3.3.2 Motherboard

heazzink

A motherboard is a large Printed Circuit
Board (PCB} to which all the major T ot

Power
Corpeclor

components including the processor are
integrated. 1t also provides expansion
slots for adding additional circuit boards % . . ' : cos
like memory, graphics card, sound card, : B
cte. (refer Figure 3.4). The motherboard

must be compatible with the processor — crussce

Cunnetlurs Fur
Integrated Peripherals
{Parts)

chosen.

Fig. 3.4 : Motherboard
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3.3.4 Peripherals and ports

P5/2 Mouse Connector
Peripherals are devices that are attached

o a computer system to enhance 1ts yssrpens
capabilitics. Ports on the motherboard
arc used to conncect external devices.

Senal Communications Port

Peripherals include mnput and output Farulel P
devices, external storage and wveape

communication devices. 1'hese devices

communicate with the motherboard ClosbiT R4S

Ethernet LAN Port

through the ports like VGA, PS/2, USB, g0 00t sscc
Lithernet, HIDMI, etc. that are available Miophone Jac
on the motherboard. Tigure 3.5 shows
some ports used in personal computers.

Fig. 3.5 Ports

3.3.5 Memory

Memory is a place where we can store data, instructions and results temporarily or
permanently. Memory can be classified mto two - primary memory and secondary
memory. Primary memory holds data, intermediate results and results of ongoing
jobs temporarily. Sccondary memory, on the other hand, holds data and information
permanently. Before learning more about memory, let us discuss the different
memory measuring units. The measuring units are:

Binary Digit = 1 Bit 1 MB (Mega Byte) = 1024 KB
1 Nibble = 4 Bits 1 GB (Giga Byte) = 1024 MB
1 Byte = 8 Bits 1°1B (lera Byte) = 1024 GB

1 KB (Kilo Byte) = 1024 Bytes 1 PB (Peta Byte) = 102411

a. Primary storage
Primary memory is a semiconductor memory thatis accessed ditectly by the CPUL
It 15 capable of sending and recerving data at high speed. This includes mainly three
ypes of memory such as RAM, ROM and cache memory.

i. Random Access Memory (RAM)

RAM, shown in Iigure 3.6 reters to the main memory that
microprocessot can read from and write into, Data can be stored
and retrieved at random from anywhere within the RAM,
no matter where the data is. Data or instructons to be
processed by the CPU must be placed in the RAM.
‘Lhe contents of RAM are lost when power is switched
off. Therefore, RAM is a volatile memory. Storage
capacity of RAM is 2 GB and above.

Fig. 3.6: RAM
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The speed of a RAM refers to how fast the data in memory 1s accessed. 1t 1s measured
in Mega Hertz (MHz). When a computer is in usc, its RAM conrtains the following:

1. "T'he operating system software.
2. The application software currently being used.

3. Any data that 1s being processed.

ii. Read Only Memory (ROM)

ROM is a permanent memory that can perform only read
operatdons and its contents cannot be casily altered. ROM
1s non-volatile; the contents are retained even after the
power is switched off. ROM, shown in I'igure 3.7, 1s used
in most computers to hold a small, special piece of *boot up’ program known as
Basic Input Output System (BIOS). This sofeware runs when the computer is switched
on or ‘hoots up’. [t checks the computer’s hardware and then loads the operating
system. There are some modified types of ROM that include:

Fig.: 3.7 ROM Chip

1. PROM - Programmable ROM which can be programmed only once.

2. EPROM - Frasable programmable ROM that can be rewritten using ultra
violet radiation.

3. HEPROM - Flectrically Erasable Programmable ROM which can be rewritten
clectrically.

‘Lable 3.1 shows the comparison between RAM and ROM.

RAM ROM

» Itis faster than ROM. o Itis aslower memorv.

o It storcs the operating system,| » Itstores the program required to boot
applicadon programs and data when|  the computer initially.
the computer is functioning, o Usually allows reading only.
o ltallows reading and writing,

It 18 non-volatile, L.e. 1ts contents are
» It is volatile, i.c. its contents are lost| retained even when the device 1s
when the device is powered off. powered off.

fable 3.1 : RAM - ROM comparison
iii. Cache memory

(Cache memory is a small and fast memory between the processor and RAM (main
memorty). Frequently aceessed data, instructons, intermediate results, cte. are stored
in cache memory for quick access. When the processor needs to read from or write
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to a locadon in RAM, it first checks whether a copy of that data is in the cache. Tf
so, the processor immediately reads the cache, which is much faster than reading
from the RAM. Cache 1s more expensive than RAM, but it is worth gettng a CPU
and motherboard with built-in cache in order to maximise system performance.

b. Secondary or Auxiliary storage

Sceondary memory 1s permancent in nature. Unlike the contents of RAM, the data
stored in these devices docs not vanish when power is turned off. Secondary memory
is much larger in size than RAM, butis slower. It stores programs and data but the
processor cannot access them directly. Secondary memory 1s also used for transferring
data or programs from one computer to another. 1t can also act as a backup. The
major categories of storage devices are magnerc, optcal and semiconductor
MEeMmOoty.

i. Magnetic storage devices

Magnetic storage devices use plastic tape or metal /plastic disks coated with magnetic
materials. Data is recorded magnedcally in these devices. Read/write heads are
used to access data from these devices. Some of the popular magnetic storage
devices are magnetic tapes, hard disks, etc.

ii. Optical storage devices

Optical disk is a data storage medium which uses low-powered laser beam to read
and write data into it. It consists of an aluminum foil sandwiched between two
circular plastic disks. Data is wtitten on a single continuous spiral in the form of
pits and lands. The laser beam reads this pits and lands as Os and 1s. Optical disks
arc very cheap to produce in large quantitics and are popular secondary storage
media. The main types of optical disks are CID, DV and Blu-Ray.

iii. Semi-conductor storage (Flash memory)

[lash drives use ECEPROM chips tor data storage. They do
not contain any moving parts and hence they are shockproof.

Flash memory is faster and durable when compared to other
types of secondary memory. I'he drawback is that they arc

limited to a certain number of write cycles. The different
rariants of flash memories are |- "l
USB flash drives and flash g
memory cards, Iigure 3.8 shows
different types of flash

-

—
20 Doy

-1

12 0mm

metnories.
Fig. 3.8: Flash drive and memory curds
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To see how registers, primary memory and secondary storage
work together in a computer, let us use the analogy of making a
salad in our kitchen. Suppose we have:

o A refrigerator where we store vegetables for the salad

o A counter where we place all vegetables before putting them on the
cutting board for chopping.

o A cutting board on the counter where we chop vegetables.
o A recipe that details what vegetables to chop.

o The corners of the cutting board are kept free for partially chopped
piles of vegetables that we intend to chop more or Yo mix with other
partially chopped vegetables.

o A bowl on the counter where we mix and store the salad.
o Space in the refrigerator to put the mixed salad after it is made.

The process of making the salad is then: bring
the vegetables from the fridge to the counter
top; place some vegetables on the chopping
board according to the recipe; chop the
vegetables, possibly storing some partially
chopped vegetables temporarily on the corners
of the cutting board; place all the chopped
vegetables in the bow| and keep it back in the
fridge if not served on the dinner table.

In this context the refrigerator serves as secondary (hard disk} storage.
It can store high volumes of vegetables for long periods of time. The counter
top functions like the computer's motherboard - everything is done on the
counter (inside the computer). The cutting board is the ALU - the work gets
done there. The recipe is the control unit - it tells you what to do on the
cutting board (ALU). Space on the counter top is the equivalent of RAM - all
required vegetables must be brought from the fridge and placed on the
counter top for fast access. Note that the counter top (RAM) is faster to
access than the fridge (disk), but cannot hold as much, and cannot hold it
for long periods of time. The corners of the cutting board where we
temporarily store partially chopped vegetables are equivalent to the
registers. The corners of the cutting beard are very fast to access for
chopping, but cannot hold much. The salad bowl is like a cache memory, it is
for storing chopped vegetables to be temporarily removed from the corners
of the cutting board (as there is too much) or the salad waiting to be taken
back to the fridge (putting data back on a disk) or to the dinner table
{outputting the data o an output device).
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3.3.6 Role of memories in computers

Let us consider the casc of a payroll program to calculate the salary of an employee.
‘Lhe data for all the employees is available in the hard disk. All the data about a
particular emplovyee is taken to the RAM and from there data related to salary
calculation - bonuses, deductons, etc. is taken to the cache. The data representing
the hours worked and the rate of pay 1s moved
to their respective registers. Using data on the
hours worked and the rate of pay, ALU makes
calculations based on instructions from control

REGISTERS

unit. T'or further calculations, it moves the
overtime hours, bonuscs, cte. from cache to
registers. As the CPU finishes calculadons about
one emplovee, the dara about the next employee
18 brought from secondary storage into RAM,

SPEED

then cache and eventually nto the registers.

Figure 3.9 depicts the hicrarchy of different

. . . HARD DISK
memotics according to the storage capacity and

access speed.

. .. Fig. 3.9 : Memory hierarchy
Table 3.2 summarises the characteristics of & ? 4

various kinds of data storage mn the storage hierarchy.

Storage Speed Capacity Relative Cost Volatile
Registers Fastest Lowest Highest Yes
Cache More Fast Low Very High Yes
RAM Very Fast Low/Moderate High Yes
Hard Disk | Moderale Very High Very Low No

Tuble 3.2 : Comparison of different characteristics of various (vpes of memories

Check yourself

1. The fastest memory in a computer is

2. Definc data processing,

3. Whatis cache memory?

4. Whatis the use ol prograim counter register?

Lh

What 15 the use of ALTI?
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3.3.7 Input/Output devices

The computer will be of no use unless it 18 able o communicate with the
outside world. Input/output devices ate required for usets to communicate with
the computet. Tn simple terms, input devices feed data and instructions into the
computer and output devices presents information from a computer system. These
input/output devices are connected to the CPU through various ports ot with the
help of witcless technology. Since they reside outside the CPU they are called

peripherals. 'T'he following table shows various input devices and their uscs.

Device Features / Uses

Keyboard Allows the user to mput text data consisting of alphabets,
numbers and other characters. Detects the key pressed and
generates the corresponding ASCII code which can be
recogniscd by the computer. Wired and wircless keyboards
are available.

Mouse A small handheld device used to position the cursor or
movc the pointer on the computer screen by rolling itover
amouse pad / flat surface. Different types of mouse are
ball, optical and laser mouse. Wireless mouse 1s also
available.

A pomntng device shaped like 2 pen. 1as the advantage of
‘drawing’ directly onto the screen. Used by engineers, artists,
tashion designers for Computer Aided Designing ((CAD)
and drawing purposcs.

Allows the user to operate/make selections by simply
touching on the display screen. It can also be operated using
a stylus which gives more precision.

Consists of an electronic writing area and a special ‘pen’
’ that works with it.Allows artists to create graphical images
with actions similar to traditional drawing tools.

Joystick Used to playing video games, control training

simulators and robots. Flas a vertical stick which can move
in any direction and a button on top that is used to select
the option pointed by the cutsor.

Microphone Accepts sound which 1s analogue n nature as mput and
converts it to digital format. The digitised sound can be
- ) stored in the computer for later processing or playback.
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Allows capturing of information, like pictures or text and
converting it into a digital formar that can be edited using
a compurer. Quality of the image depends on the resolution
of the scanner. Different vatiants of scannets are flat bed,
sheet feed and hand held scanner. Optical Character
Recognition (OCR) softwarc is used to recognisc the text
1n an 1mage scanned and convert it into text, which can be
edited by a text editor.

Scanner

Optical Mark Another scanning device that reads prcdeﬂne.d po siﬂti()ns
Reader (OMR) a{ld records wh_crc .marl.gs are .madc on the pnnth form.
i, Usctul for applications in which large numbers of hand-
filled forms nced to be processed quickly with great
accuracy, such as objective type tests and questionnatres.

Barcode,/ Quick Abar coc:le 1s a set of verdecal lines of different thicknesses
Response (QR) and spacing that represent a number. Barcode readers are

used to input data from such set of barcodes. Hand-held
scanncrs, mobile phones with camera and special software
arc used as barcode readers. QR (Quick Response) code
15 similar to barcodes. Barcodes are single dimensional
where as QR codes are two dimensional. The two
dimensional way of storing data allows QR code to store
more data than a standard barcode. "1'his code can store
website URTLs, plain text, phone numbers, cmail addresses
and any other alphanumeric data. The QR code can be
read using a barcode reader or a mobile with 4 camera
and special software installed.

code reader

0 H1 23 H

456 TEI01E

Magnetic Ink MICR readers are used in banks for faster electronic
Character clearing of cheques.’Lhe lower portion of a cheque contains
Recognition cheque number, branch code, bank code, ete. printedin a

(MICR) Reader special .font using an ‘ink conta?ning iron oxide pardclgs.
Iron oxide has magnenc properties. MICR reader can easily
recognise these characters by magneucally charging them
while scanning, This MICR data along with the image of
the cheque 1s send to the cheque drawer's (the person who
issues the cheque) branch to transfer the amount. ‘LThis
reduces errors in data entry and speeds up moncy transter.,
Biometric sensor Identifics unique human physical featurcs with high
accuracy. Itis an essential component of a biometric system
which uses physical features like fingerprints, retina, iris
patterns, etc. to ldentify, verify and authenticate the identity

razz Py a i Ed 8 n

iHEhch® 37300200k CIaSEB* 3)

of the user.
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Smart card reader Smart card is a plastic card that stores and transacts data.
It may contain 4 memory or a micro processor. Used n
banking, healthcare, telephone calling, electronic cash
payments and other applications. ‘Thesc are used to access
data in a smart card.

Takes pictures and videcos and converts it to the digital
format. The images arc stored in the memory and can be
transferred to computer. Web camera 18 a compact and
less expensive version of a digital camera. It 1s used in
computers for video calling, video chatting, etc. It does
not have an internal memory.

Tahle 3.3 © Input devices and their uses

Now let us see some output devices and their features. Table 3.4 shows various
output devices and their uses.

Device Features / Uses

Visual Display Display devices include CR1" monitors, LCD monitors,
1T71" monitors, LED monitors, gas plasma monitors,
Organic Light Emiding Diode (OLLED) Monitors, ctc.
Information shown on a display device 1s called soft copy.
The size of a monitor 1s measured diagonally across the
screen, in inches.

LCD projector An LCD projector is a type of vidco projector for
displaying vidco, images or computer data on a large
screen or other flat surface. A beam of high-intensity light
which wavels through thousands of shiftng pixels in an
LCD is focused by a lens on the surface,

Printer Used to produce hardcopy output. 'The output printed on
papet is known as hardeopy. Classified as Impact or Non-
mmpact printers. Dot-matrx uses impact mechanism. It
can print carbon coples with less printing cost. Speed 1s
measured 1 number of characters printed in a unit of ume
and is represented as characters per second (eps), lines per
minute (Ipm} or pages per minute (ppm). These printers
are slow and noisy. Inkjet printers are non-impact printers
n that form the image on the page by spraving tinv droplets
. = otink from the printhead. Ink jet printers are inexpensive,

E - gl but the cost of ink cartridges makes them costly to operate
in the long run. Lascr printers are non-impact printers that
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produce good quality images. Monochrome and color laser
printers are available. Color laser printers use multiple colot
tonet cartridges to produce color outputand arc expensive.
Laser printers are faster and their speed 1s rated in pages
per minute (ppmy). Thermal printer is a non-impact printer
that produces a ptinted image by sclectively heating heat
sensitive thermal paper when it passes over the thermal
print head. "The coating turns black in the arcas where it is
heated, producing an 1image. 1t 15 popular as a portable
printet.

Plotter A plotter 18 an output device used to produce hardcopies
of graphs and designs on the paper. A plotrer 1s typically
usced to print large-tormat graphs or maps such as
construction maps, engincering drawings and big posters.
Plotters are of two types: Drum ploteers and Flatbed
plotters. A drum plotter 1s also known as Roller plotter. A

tlatbed plotter is also known as Table plotter.

A 3D printer 18 an output device used to print 31 objects.
It can produce different kinds of objects, in different
matcrials, using the same printer. "1'he 3D printing process
turns the object to be printed, into thousands of tiny litde
slices. [t then prints 1t from the bottom to top, slice by
slice. Those tny lavers stck together to form a solid object.

The audio output is the ability of the computer to produce
sound. Speakers are the output devices that produces
sound. It 1s connected to the compurer through audio
ports.

Audio output
device

Tuble 3.4 : Qutpur devices and their wuses
We have seen different types of printers. Table 3.5 shows a comparison on various
characteristics of these printers.

Features Laser Printers Inkjet Printers | Thermal Printers Dot Matrix
Printers
Printing Ink powder Liguid ink ITcat scnsitive Ink soaked
material ] g
tsed paper ribbon
How it It fuses the It sprays liquid | Thermal paper is | Pins arc pushed
prints powder on the ink on paper passed over the |againstribbon
paper through through thermal print on paper.
healing. microscopic head.
nozzles.
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Printing 20) pages per 6 pages per 150 mm per 30-550
speed minte minute second characters per
second
Quality Printing quality | Printing quality | Poorquality Poor printing
is good. Best lor | is good, printing ol quality for
black and white. | especially for images. Good images. In
smaller fonts. quality text terms of text,
printing, printing is good.
AT Quiel, p{'ims . Quie:l_._ high print | Quiet, fa§t, Che:aper 1.0 print
=" | faster, high print | quality, no warm | smaller, lighter, | as ribbon is
quality. up Lime, device | consume less cheap. Carbon
cost is less, power and copy possible,
poriable.
More susceptible | Ink is expensive,| Requires special | Initial purchase
Disadvantages| Lo paper jams. ink is not thermal quality | is expensive,
Toner is waterproof and | paper. Poor prints are not
expensive. nozzleis prone | quality printing. | (asl, makes
Device itselfis | toclogging, noise,
expensive.
Table 3.5 : Comparison of printers
3.4 e-Waste

c-Waste refers to clectronic products nearing the end of cheir ‘uscful life’. Electronic
waste may be defined as discarded computers, office electronic equipment,
entertainment devices, mobile phones, television sets and refrigerators. The used
clectronics which are destined for reuse, resale, salvage, recycling or disposal arc
also considered as c-waste.

Nowadays clectronics is part of modern lifec — desktops, laptops, ccll phones,
refrigerators, TVs and a growing number of other gadgets. Exvery vear we buy new,
updated equipments to satisty our needs. More than 300 million compurers and
one billion cell phones are produced every vear. All of these clectronics goods
become obsolete or unwanted, otten, within two or three years of purchase. This
global mountain of waste is expected to continue growing at 8% per year.

Rapid changes in technology, changes in media, falling prices and planned
ohsolescence have resulted 1n a fast-growing surplus of electronic waste around the
globe. Tt is estimated that 50 million tons of ¢-Waste are produced cach year. Only
15-20% of c-Wastce is recycled, the rest of these materials go directly into landfills
and incinerators. Sale ot electronic products i countries such as India and China
and across continents such as Africa and Latin America are sctto risc sharply over

the next 10 years.




Downloaded from https:// www.studiestoday.com

3. Components of the Computer System

3.4.1 Why should we be concerned about e-Waste?

Flectronic waste 18 not just waste. [t contains some very toxic substances, such as
mercury, lead, cadmium, brominated tlame retardants, etc. The toxic materials can
causc cancet, reproductive disorders and many other health problems, if not propetly
managed. Tt has been estimated that e-Waste may be responsible for up to 40% of
the lead found m landfills. Important hazardous chemicals, their sources and
consequences are listed in Table 3.6.

Chemical Source Consequence

I.cad Found as solder on printed| Lead can cause damage (o the ceniral
circuit boards and in|and peripheral nervous sysiems, blood
computer monitor glass. systems and kidneys in humans.

Mercury Found in printed circuit|Affcet a baby’s growing brain and
boards, [.CDD screen|ncrvous system. Aduolts can suffer
backlights. organ damage, mental impairment and

a variely of other sympioms.

Cadmium Found in chip rcsistors and|Cause various types of cancer.

semiconductors. Cadmium can also accumulate in the

kidney and harm it.

BI'Rs-Brominated |[lFound in printed circuil | These toxins may increase the risk of
I'lame Retardants  |Peards and some plastics. | cancer,

Table 3.0 : Hozardous chemicals, its source and consequence
3.4.2 What happens to the e-Waste?

Unfortunately, an incredibly small percentage of e-waste is recycled. Even when we
take 1t to a recycling center it is often not actually recycled — in the way most of us
expect. CRTs have a relatuvely high concentration of lead and phosphors both of
which are necessary for the display. The United States Linvironmental Protection
Agency (EPA) includes discarded CR'L monitors in its category of ‘hazardous
houschold waste’.

‘T'he majority of ¢-Waste 1s most often dumped or
burned — either in formal landfills and incinerators or
informally dumped or burned. These mappropriate
disposal methods for clectronic waste fail to reclaim
valuable materials or manage the toxic materials safely.
In effect, our soil, water and atr are easily contaminated.

Fi ¢ 3,10 : Defective and

e-Wiastes should never be disposed with garbage and : o
ohbsolete electronic ftems

other household wastes. This should be segregated at
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the site and sold or donated to various organisauons. Considering the severity of

the e-Waste problem, it is necessary that certain management options be adopted
. . - . - T

by government, industrics and the public to handle the bulk e-Wastes.

Realising the growing concern over e-Waste, Central Pollunon Control Board
(CPCB) ()f Government of India has formulated “The e-Waste (Management &

Handling} Rules, 2011” and are ctfective from (01-05-2012. "Thesce rules shall apply
to every producer, consumer, collection centre, dismantler and recycler of e-Waste
involved in the manufacture, sale and processing of electrical and electronic
cquipment or components. '1he implementation and monitoring of these guidelines
shall be done by the State Pollution Control Boards concerned.

Government of Kerala has introduced strict measures for safe collecnon and
disposal of c-Waste through a government order. 'The government has defined the
role of manufactuters, local bodics and the Polludon Control Board (PCB) in safe
disposal of e-Waste. Under the Extended Producer Responsibility, manufacturers
ot clectrical and electronic goods will be required to take back used products from
consumets dircetly ot through agents or introduce buyback arrangement. They will
also have to 5upp]v the e-Waste to authorised recyeling units. Consumers have heen
directed to return used products of known brands to rhc manufacturers or deposit
them at the collection centresset up by local bodies The PCB will be required to
identify agencies for recycling or disposal of e-Waste and organise awareness
programmes on c-Waste disposal.

3.4.3 e-Waste disposal methods
‘L'he tollowing methods can be used for disposing ¢-Waste.

a. Reuse: Tt refers to sccond-hand use or usage after the cquipment has been
upgraded or modified. Most of the old computers are passed on t relatives/
friends or rerurned to retailers for exchange or for money. Some computers are
also passed on to charitable institutions, cducational insdtudons, cte. Inkjet caridpes
and laser toners are also used after refilling. This method reduces the volume of e-
Waste generadon.

b. Incineration: It is a controlled and complete combustion process in which the
wastc is burned in specially designed incinerators ata high temperature in the range
of 900 to 1000 degree Celsius.

c. Recycling of e-Waste: Recycling is the process of making or manufacturing
new products from a product that has originally served its purpose. Monitors,
keyboards, laptops, modems, telephone boatds, hard drives, compact disks, m(_)bﬂcs_,
tax machines, printers, CPUs, memory chips, connecting wires and cables can be
reeyceled.

d. Land filling: Tt is onc of the widely used but not recommended method for the
disposal of e-Waste.
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Role of students in e-Waste disposal

*  Stop buying unnecessary electronic equipments.

*  When electronic equipments get faulty try to repar it instead of buying a new one.

*  Trytorecycle electronic equipments by selling them or donating them to others
extending their useful life and keeping them out of the waste stream.

e If vou really need to buy new electronics, choose items with less hazardous
substances, greater recycled content, higher enetgy cfficiency, longer life span,
and those that will producce less wastc.

¢ Visit the manufacturer’s website or call the dealer to find out if they have a
take back programme or scheme for your discarded electronics.

* If the device s battery-operated, buy rechargeable instead of disposable
batteries.

e Buy products with good warranty and take back policies.

3.4.4 Green computing or Green IT

Green computng is the study and practice of environmentally sustamnable computing
or I'T. Green computing is the designing, manufacturing, using and disposing of
computers and associated components such as monitors, printers, storage devices,
cte., efficienty and cffectvely with minimal or no impact on the environment.

One of the carliest initiatives towards green computing was the voluntary labelling
program known as ‘Hncrgy Star’. Te was conccived by the Environmental Protection
Agency (FPA) 11 1992 to promote energy efficiency in hardware of all kinds. The
Lnergy Star label has become a commeon sight, especially in notebook computers
and displays. Similar programmes have been adopred in Lurope and Asia. The
commonly accepted Energy Star symbol is shown in Figure 3.11.

Government regulation is only a part of an overall green

computing idea. 'The work habits of computer users and business -*
firms have to be modified to minimisce adverse impact on the —
global environment. | lere are some steps that can be taken: & Star i.ab:!ugt

‘Turn off computer when notin use.

*  Power-on the peripherals such as laser printers only when needed

*  Use power saver mode.

*  Use laptop computers rather than desktop computers whenever possible.

e Take printouts only if necessary.

e Useliquid crystal display (LCD) monitors rather than cathode ray tube (CRT)
MONITOLS.

*  Usc hardwate/software with Energy Star label.

*  Disposc c-Waste according to central, state and local regulations.

*  Employ altcrnative energy sources like solar encrgy.
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The environmentally responsible and eco-friendly use of computers and their
resources is known as green computing,

How to make computers green?
‘T'he teatures that are important in making a computer greencr include size, ctficiency
and materials. Smaller computers are greener because they use fewer matenals and
require less electricity to run. Lfficient use of energy is also an important component
of a green computer. Smaller computers such as laptops are more energy-ctficient
than bigger models and ILCD screens use much less encrgy than the older CRT
models. The use of hazardous materials such as lead and mercury should be
minimised.

To promote green computing the following four
complementary approaches ate employed:

Green design: Designing cnergy-cfficient and eco-triendly
computers, servers, printers, projectors and other digital
devices.

Green manufacturing: Mintmising waste dunng the manufacturing of computers
and other components to reduce the environmental impact of these activites.

Green use: Minimising the electricity consumpron of computers and peripheral
devices and using them in an eco-friendly manner.

Green disposal: Reconstructing used computers or appropriately disposing off
- “
or recycling unwanted clectronic cquipment.

Check yourself

1. The environmentally responsible and eco-[riendly use ol computers
and their resources is known as .

2. Theprocess of making ormanufacturing new products from the product

that has originally served its purpose is called

The labelling prograimime o promole energy elliciency in computers

and their resources is called

L]

4. Listany two input and output devices each.

1. Conducr a survey in your locality to study the impact of e-Waste
an the environment and health of the people and write a report,

| I 2. Discuss the importance of green computing,
e E
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3.5 Software

Software is a general term used to denote a set of programs that help us to use the
computer system and other electronic devices etficiently and effectively. If hardware
is said to form the body of a computer system, sottware is its mind or soul. There
are two types of software:

*  System software

* Application software
3.5.1 System software

Itis a sct of onc or mote programs designed to control the operations of a computer.
‘They are general programs designed to assist humans in the use of computer system
by performing tasks such as controlling the operations, move data into and out of
a computer system and to do all the steps in executing applicadon programs. In
short, system software supports the running of other sofrwatce, its communication
with othet peripheral deviees. Tt helps users to use computer in an effective manncr.
It implies that system software helps to manage resources of the computer. Figure
3.12 depicts how system software interfaces between user and hardware.

USER

! !

APPLICATION
LANGUAGE PROCESSORS UTILITY SOFTWARES SOFTWARES

OPERATING SYSTEM

Fig 3.12: Software with user and hardware inferface
System software 1s a set of system programs which aids in the execution of a general
user’s compurational requirements on a compurer system. The following are the
componcnts of system softwate:

a. (Iperating system
b.  Language processors

C. Uulity software
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a. Operating system

Operating system is a set of programs that acts as an intertace between the user and
computer hardware. ‘The primary objective of an operating system is to make the
computer system convenient to use. Operating system provides an environment
for user to exccute programs. It also helps to use the computer hardware in an
efficient manner.

Operating system controls and co-ordinates the
operations of a computer. [tacts as the resource
manager of the computer system as shown in
Iigure 3.13. Operating system is the most
important system software., Itis the first program rracess [
to be loaded from hard disk in the computer and H

it resides in the memory tll the system is shut
down. It tries to prevent errors and the improper
usc of computer.

N

The major functions of an operating system are

proccss management, memory management, file — #ig 373 - Operating Svstem as a
management, security management and command resouree mandger

interpretation.

i. Process management

By the term process we mean a program n execution. The process management
module of an operating system takes care of the allocation and deallocation of
processes and scheduling of various system resources to the different requesting
ProCesses.

ii. Memory managcement

Memory management is the functionality of an operating system which handles or
manages primary memoty. Itkeeps track of cach and every memory location whether
it is allocated to some process or itis free. It calculates how much memory is to be

allocated to cach process and allocates it. Tt de-allocates memory if it is not needed
further.

iii. File management

The file management module of an operating svstem takes care of file related
activities such as organising, naming, storing, retrieving, sharing, protection and
LCCOVELY.

. Device management

Device management module of an operating system performs the management of
devices attached to the computer. 1thandles the devices by combining both hardware

—]
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and software techniques. The O8 communicates with the hardware device via the
device driver software. Lixamples of various operating systems are DOS, Windows,
Unix, Linux, Mac OS5 X, ctc.

b. Language processors

We know that natural languages arc the medium of communication among human
beings. Similatly, in order to communicate with the computet, the user also needs
o have a language that should be understood by the computer. Computer languages
mav be broadly classified into low level languages and high level languages.

I ow-level languages are described as machine-oriented languages. In these languages,
programs are written using the memory and registers available on the compurer.
Since the architecture of computer differs from one machine to another, there is
separate low level programming language for cach type of computer. Machine
language and assembly language are the different low level languages.

Machine language: We know that a compurer can understand only special signals,
which are represented by s and 0s. These rwo digits are called binary digits. The
language, which uses binary digits, is called machine language. Writing a program in
machine language is definitely very difficulr. Itis not possible to memorise a long
string of Os and 1s for every instruction.

Assembly language: Assembly language is an intermediate-level programming
language. Assembly languages use mnemonics. Mnemonic s 4 symbolic name given
to an operation. l'or example ADD for addition operation, SUB for subtracton
operation, ctc. It is easicr to write computer programs in asscmbly language as
compared to machine language. Itis machine dependent and programmer requires
knowledge of computer architecture.

High Level Languages (HLL): T'hesc arc like English languages and arc simpler
to understand than the assembly language or machine language. | ligh level language
is notunderstandable to the computer. A computer program written in a high level
language is to be converted into its equivalent machine language program. So these
languages require a language translator (compilers or interpreters) for conversion.
Examples of high-level programming languages are BASIC, C, C++, Java, ctc.

Need for language processor

‘T'he programs consistng of instructons to the computer, written in assembly
language or high level language are not understood by the computer. We need
language processors to convert such programs into low level language, as computer
can only understand machine language. Language processors arc the system
programs that translate programs writren in high level language or assembly language
into its equivalent machine language.
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Types of language processors

« Assembler: Assembly languages require a translator known as assembler for
translating the program code written in assembly language to machine language.
Because computer can interpret only the machine code mstruction, the program
can be exccuted only after translating. An assembler is highly machine
dependent.

e Interpreter: Interpreter is another kind of language processor that converts a
LI, program into machine language line by line. [f there 1s an error in one
line, it reports and the executon of the program is terminated. Irwill contnue
the translation only after correcting the error. BASIC is an interpreted language.

»  Compiler: Compiler is also a language processor that translates a program
writtenn in high level language into machine language. It scans the entire
program in a single run. If there is any crror in the program, the compiler
provides a list of error messages along with the line number at the end of the
compilation. If there are no syntax errors, the compiler will generate an object
file. Transladon using compiler is called compilation. After translaton compilers
are not required in memoty to run the program. The programming languages
that have a compiler are €, C++, Pascal, ctc.

Figurc 3.14 shows proccess involved in the translation of assembly language and

high level language programs into machine language programs

MOV AL
MOV CL
LOAD CL
MOVE DL

Assembler —
————————
0110001010

Assembly Language

0010101000100

0101010010101
0101010101010 1 e
— i —
e Machine Language Interpreter void main(}

cout << “Hellp”;

}

Fig 3. 14 : Language processing High Level Languags

c. Utility software
Utility software is a sct of programs which help users in system maintenance tasks
and in performing tasks of rouune nature. Some of the utility programs with their
functions arc listed below:

« Compression tools: Targe files can be compressed so that they take less
storage area. These compressed files can be decompressed into its orginal
form when needed. Compression of files 1s known as zipping and
decompression is called unzipping. WinZip, WinRAR, cte. arc examples.
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« Diskdefragmenter: Disk defragmenter 1s a program that rearranges files on
a computer hard disk. The files are arranged in such a way that they are no
longer fragmented. This enables the computer to work faster and more
cthiciently.

»  Backup software: Backup means duplicating the disk information so that in
an cvent of disk failure or in an event ot accidental deletion, this backup may
be used. Backup utility programs facilitates the backing up of disk.

« Antivirus software: A computer virus is a program that causes abnormality
in the functioning of a computer. Andvirus software 1s a utlity program that
scans the computer system for viruses and removes them. As new viruses are
released frequently, we have to make sure that latest antivirus versions are
mstalled on the computer. Most of the antivirus programs provide an auto-
update feature which enables the user to download profiles of new viruses so
as to identify and inactivate them. Norton Andvirus, Kaspersky, cte. are
examples of antvirus programs.

3.5.2 Application software

Sottware developed for specitic application is called application software. It includes
general purpose software packages and specific purpose software. GIMP, Payroll
System, Air line reservation System, 'Lally, ete. are examples of application sottware.

a. General purpose software packages

General purpose software are used to perform tasks in a particular application
arca. Such software is developed keeping in mind the various requirements of its
uscrs. They provide a vast number of features for its uscrs. General purpose softwatce
is classified as word processors, spreadsheet software, presentation software,
databasc software and multmedia softwarc.

e  Word processing software: Word Processing software is designed for creating
and modifving documents. It helps to create, edit, format and print textual
matters casily. Formatting features include different font settings, paragraph
settings, bullets and numbering, alignments and more. In addition to this it can
check spelling and grammar in the document, inscrtion ot pictures, charts and
tables. We can specify headers and footers for every page 1n the document.
The most popular examples of this type of software are MS Word, Open
Office Writer, Apple iWork Pages, cte.

« Spreadsheet software: Spreadsheet software allows users to perform
calculations using spreadsheets. They simulate paper worksheets by displaying
multiple cells that make up a grid. It also allows us to inscrt drawing objects in
the worksheet and create different types of charts for graphical representadon

01
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of numerical data. Microsott Lixcel, Open Office Calc, Lotus 1-2-3 and Apple
1IWork Numbers are some examples of spreadsheet software.

« Presentation software: The software thatis used to display information in
the form of a slide show is known as presentation software. Presentation
software allows preparing slides containing pictures, text, animation, video
and sound effects. Microsoft PowerPoint, Apple iWork Keynote and Open
Office Impress are examples for presentation software.

« Database software: Database 1s an organised collection of data arranged in
tabular form. Database Management System (DBMS) consists of a collection
of interrelated data and a set of programs to access those data. The primary
goal of a DBMS is to provide an environment that is both convenient and
ctficient to use in retricving and storing database information. "They provide
privacy and sccutity to data and enforee standards for data. Examples of DBMS
softwarce arc Microsoft \ccess, Oracle, Postgres SQL, My SQL, etc.

e  Multimedia software: Multimedia is the integration of multiple forms of
media. T'his includes text, graphics, audio, video, ete. Multimedia software can
process information in a number of media formats. Teis capable of playing
media files. Some multimedia software allows uscrs to create and edit audio
and video files. Audio converters, audio players and video editing software
arc some forms of multimedia software. Examples are VILC Player, Adobe
Flash, Real Player, Mcdia Player, cte.

b. Specific purpose software

Specific purpose software is a highly specialised software designed to handle
particular tasks. "I'hesc arc tailor-made software to satisfy the needs of an organisation
or instdtution. Tris also known as customised software. Since custom softwarc is
developed for a single customet, it can accommaodate that customer’s particular
preferences and expectations.

Some examples of specific purpose application software arc listed in "Lable 3.7.

Application Software Purpose

Payroll system maintains the details of
employees of an organisation and keeps track
of their salary details.

Payroll System

Inventory Managemenl Syslem It is used for tracking inventory levels, orders,
sales and deliveries in a business firm.

Human Resource Management System | [t is ysed for managing human resource in an
organisation.

Tuble 3.7 Examples of application software
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Discuss the classification of software.

Compare and contrast the features of Linux and Windows
operating systems with the help of vour teacher and prepare short
notes (Lab Demonsiration). Discuss the role of utility sofiware.

«  Write short notes on the following:

Language processors
General purpose software packages

Check yourself

1. Define operating system.

2. Give two examples [or OS,

3. A program in execution is called
4. Mention any two functions of OS

5. Name the softwarc that translates asscmbly language program into
machine language program.

6. Name the two diflerent language processors which translate high
level language programs into machine language programs.

7. Differentiate between compiler and interpreter.

8. DBMS stands for .

9. Givetwo examples for customized software.

10. Duplicating disk information 1s called

3.5.3 Free and open source software

['ree and open source sottware gives the user the freedom to use, copy, distribute,
cxamine, change and improve the software. Nowadays free and open source software
is widely used throughout the world because of adaptable funcoonality, less overall
costs, vendor independency, adherence to open standards, interoperability and
sccurity.

T'he I'ree Sottware I'oundation (I'STF) defines the tour freedoms for free and open
source softwarc:

Freedom 0 : 'I'hc freedom to run program for any purposc.

Freedom 1 : 'l'hc freedom to study how the program works and adapt it to
vour needs. Access to source code should be provided.

Freedom 2 : The freedom to distribute copies of the software.
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Freedom3 : The freedom to improve the program and release your
improvements to the public, so that the whole community benefits.

The following are some of the examples of free and open source software:

GNU/Linux: GNU/Linux is a computer opetating system assembled undet the
model of free and open source software development and distribution. Tt was
organised in the GNU project introduced in 1983 by Richard Stallman in the FSE

GIMP: It stands for GNU Image Manipulation Program. It is an image editing
software. It can be used for retouching photographs, creating and editing images. It
supportts graphic files of ditferent tormats and allows converting from onc tormat
to anothet.

Mozilla Firefox: It is onc of the most popular web browsers created by the Mozilla
Corporation. It provides added security features for safe browsing.

OpenOffice.org: It1s a complete office suite that contains word processor (Writer)
to prepare and format documents, spreadsheets (Calc) and presentations (Impress).
It works on both Linux and Windows platforms.

3.5.4 Freeware and Shareware

['reeware refers to copytighted computer software which is made available for usc,
free of charpe, for an unlimited petiod.

T'he term shareware refers to commercial software that 1s distributed on a trial
basis. [tis distributed without payment and with limited functionality. Shareware is
commonly otfered in a downloadable format on the Internet. The distribution of
this kind of software aims at giving users a chance to analysc the software before
putchasing it. Some sharcware works for a limited petiod of time only. ‘Lable 3.8
highlights a comparison between freeware and shareware:

Freeware Shareware
* [reeware refers to software that anyone| » Shareware gives users a chance to try
can download [rom the Inlernet and use|  the software before buying it.
[or [ree.

+ All the [ealures are [ree. * All [eatures are not available.To use all
the [eatures ol the soliware, user has 1o
purchase it.

¢ Freeware programs can be distributed | ® Shareware may ormay not be distributed

free of cost. freely. In many cases. author’s
permission is needed to distribute the
shareware.

Tuble 3.8 : Comparison of Freeware and Shareware
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3.5.5 Proprietary software

Proprietary software 1s 4 computer program that 1s an exclusive property of its
developer or publisher and cannot be copted or distributed without licensing
agreements. [t1s sold without any access to source code and 1s therefore cannot be
changed for improved by the user. Some examples of proprietary software are
Microsoft Windows operaong system, MS Office, Mac OS5, etc.

3.6 Humanware or Liveware

Humanwate or liveware refers to humans who use computer. Tt was used in compurter
industry as catly as 1966 to refer to computer users, often in humorous contexts by
analogy with softwarce and hardware. Tt refers to programmers, systems analysts,
operating staft and other personnel working in a computer system. Lable 3.9 shows
various categories of humanware and their job description.

Humanware Job Description

System Administrators | Upkeep, configuration and reliable operation of computcer
systems; especially multi-user computers such as servers,

Sysiem Managers Ensurc optimal level of customer services and maintain
expertise in all busincss unit systcms and develop professional
relationships with all vendors and contractors.

System Analysts Design new I'T solutions to improve busingess efficicney and
productivity.
Database Administrators| Create, monitor, analyse and implement database solutions.

Computer Engineers Design cither the hardware or software of a computer system.

Computer Programmers | Write the code that computers read in order to operate
properly.

Computer Opcerators Oversee the running of computer systems, ensuring that the
machines are running, physically secured and [ree ol any bugs.

Table 3.9 : Categories of humanware with job description

Check yourself

An example ol Iree and open source sollware is

2. The software that give users a chance to try it before buying is
3.  Whatdovoumcan by frec and open source softwarc?

4. Givean cxamplce for proprictary softwarc,

5. Give twoexamples of humanware.
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Let us sum up

Data processing is a series of activites by which data is converted into
information. 'The limitations of manual data processing arc overcome by
clectronic data processing and computer is the best clectronic data processing
machine. A computer has five funcoonal units such as input unit, storage
unit, arithmetic and logic unit, control unit and output vnit. This chapter
provided a general overall introduction to computer organisation. Input and
output devices, e-waste and its disposal methods and the importance of green
computing were introduced. The classification of software and the need of
operating system in a computer with irs major functions were discussed.
I'ollowing this, the catcgories of computer languages were prescnted. The
concepts of open source, freeware, shareware, free software and proprictary
software were also discussed 1n detail. The chapter concluded outlining the
concept of humanware.

Learning outcomes

After the completion of this chapter the learner will be able to

¢ distinguish between data and informaton.

* identfy various stages in data processing.

*  explain basic organisation of computer system.

* recognise the different types of input and output devices.

*  distinguish between system software and application sofrware.
¢ identify the importance of ¢-Waste disposal.

* idenufy the importance of green computing concept.

*  classify the different types of software.

*  recognise the functions of operating system.

* usc word processor, clectronic spreadsheets and presentation software.
¢ classify the different types of computer languages.

¢ list the different types of wutility software.

*  promote open source software.

*  explain the term humanware or liveware.
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Sample questions

Very short answer type

1. Whatis data?

2. Processed data is known as

3. Whatare the components of a digital computerr?

4. Write the main functions ot central processing unit.

5. What are the different tvpes of main memorye

6. What is the advantage of LEPROM over EPROM?

7. When do we use ROM?
What1s an input devicer [ist few commonly used input devices.

9. What do vou mean by an output devicer List few commonly used output
devices.

10. What is a storage device? List few commonly used storage devices.

11. What is the role of ALLU?

12, What1s a control unit?

13, What are registers? Write and explain any two of them.

14. Differentiate hard copy and soft copv.

15, Whatis c-Waster

16. What is operating system?

17. What is a language processor?

18. Mention the categories of computer languages.

19. Whatis disk defragmenter?

20. Why is OS considered as a ‘resource manager’s

21. What is proprictary software?

24. What do you mean by open source software?

Short answer type

1. Distinguish between data and information.

2. The application form for Plus One admission contains vour personal details

and vour cholce of groups and schools.
(a) Identify the data and information in the admission proccss.
{(b) Explain how the information helps the applicants and school authorides.

{¢) Wtite down the activitics involved in the processing of the data.

_—Y
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3. Briefly explain any three input devices.

4. Compare CRT with LED monitor

5. Differentiate between RAM and ROM

6. Listand explain c-waste disposal methods.

Fnumerate the steps that can be taken for the implementation of green
computing philosophy.

8. What do you mean by customised softwarer? (zive examples.
9. Distinguish between low level and high level languages.

10. Differentiate compiler and interpretet.

11. Describe the use of electronic spreadsheets.

12, What s utihity sofowarer Give two examples.

13. Categorse the sottware given below into operating system, application packages
and utility programs. Linux, Lally, WinZip, MS-Word, Windows, MS-Lxcel

14. Differentiate between freeware and shareware.

15. Whatare the four freedoms which make up free and open source software?

16. What do voumean by human-warer Give any two examples.

Long answer type

1. Taking the case of areal life example, briefly describe the activities involved in
cach stage of data processing,

With the help of a block diagram, cxplain the funcdonal units of a computer.

3. Describe in detail the various units of the Central Processing Unit.
4. DBriefly explain various types of memory.
5. Lixplain classification of printers.

6. “e-Wastce is hazardous to our health and environment.” Justify the statement.
List and explain the methods commonly used for o-Waste disposal.

7. Define the term green computing. List and explain the approaches that you
can adopt to promote green computing concepts at all possible levels.

8. List and explamn various categories of software.

9. Desctibe the use of vatious utility software.

10. Define the erm ‘operating system’. List and explain the major functons of
operating system.

11, Listand explain general purpose application software with examples.

12. Compare treeware and shareware.
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\__ Principles of Programming

and Problem Solving

We have learnt the concept of data processing and
the role of computers in data processing. We have
also discussed the computer as a system with
components such as hardware, software and users.
We had a detailed discussion on these components
m the previous chapter. Let us recall the definition
of software. In 1rs simplest form, we can say that
software means a collection of programs to solve
problems using computers. As we know, a computer
cannot do anything on its own. [t must be instructed
to perform the desired job. Hence it 1s necessary to
specify a sequence of mstructions that the computer
must petform to solve a problem, Such a sequence
of instructions wrirten in a language that 1s

3

understood by a computer 15 called a “computer
program’”. Writing a computer program is a challenging
task. However, we can attempt it by procuring the
concepts of problem solving techniques and different
stages of programming,

4.1 Problem solving using computers

A computer can solve problems only when we give
insttuctions to it. If it understands the tasks
contained in the instructions, it will work accordingly.
An instruction 1s an action oriented statement. 1t tells
the computer what operation it should perform. A
computer can exceute {carry out the task contamed
1) an msrructon only if the task 1s specified precisely
and accurately. As we learned m the previous chapter,
there are programmers who develop sequence of
instructions for solving problems. Onee the program
is developed and stored permanently in a computer,
we can ask the computer to execute 1t as and when
required.



Downloaded from https:// www.studiestoday.com

We should be cautious about the clarity of the logic of the solution and the format of

sefise ot Intuition. As human bemgs, we use judgments based on experience, often on
subjective and emotional considerations. Such value oriented judgments often depend
on what is called "cominon sense”. As opposed to this, 2 computer exhibirs no emotion
and has no common sense. That 1s why we say that computer has no inteligence of its
own.

In a way, computer may be viewed as an 'obedient servant’. Being obedient without
cxereising ‘common sense’ can be very annoying and unproductive. Take the instance
of a master who sent his obedient servant to a post office with the mstructon "Go to
the post office and buy ten 5 rupees stamps”. Lhe servant goes to the post office with
the money and does not return even after a long rime. The master gets wotried and
goes in scarch of him to the post office and finds the servant standing there with the
stamps in his hand. When the angry master asks the servant for an explanation, the
servant replics that he was ordered to buy ten 5 rupees stamps but not to return with
them!

4.2 Approaches in problem solving

A problem may be solved in different ways. Fven the approach may be different. In our
life, we may seek medical trearment for some diseases. We can consult an allopathice,
avurvedic or homoepathic docrot. Each of therr approaches may be different, though
all of them are solving the same problem. Similatly in problem solving also different
approaches are followed. et us discuss the two popular designing styles of problem
solving — Top down design and Bottom up design.

4.2.1 Top down design

Look at Figure 4.1. If you are asked to draw this picture, how

will you proceed? It may be as follows:

1.  Draw the outline of the house.
2. Draw the chimney |
Draw the deor

L

4. Draw the windows

'Lhe procedure desctibed above may be summarised as

follows: Fig. 4.1 : Lay-out of a House

While drawing the door in Step 3, the  Similarly the windows may be drawn

procedure may be as follows: as follows:
3.1 Outline of the door 4.1 Outhne of the window
3.2 Shading 4.2 Shading

3.3 Ilandle 4.3 Horizontal and Vertcal Lines
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The whole problem (here drawing the picture) 1s broken down into smaller tasks. Thus
four tasks arc identified to solve the problem. Some of these tasks (here steps 3 and 4

for drawmg the door and windows) are further subdivided. 'Thus any complex problem
can be solved by breaking it down into different tasks and solving each task by performing
simplet activities. This concept is known as top down design in problem solving,

It is one of the programming approaches that has been proven the most productive. As
shown in Igure 4.2, top down design is the process of breaking the overall procedure
ot task into component parts {modules) and then subdividing cach component module
until the lowest level of detatll 15 reached. Tt 15 also called top down decomposition
since we start "at the top” with a general problem and design specific solutions to 1s
sub problems, In order to obram an effective solution for the maim problem, it 1s desirable
that the sub problems (sub programs) should be independent of each other. So, each
sub problem can be solved and tested independently.

Main Pragram

Sub Program 1 Sub Program 2

Fig 4.2 : Decomposition of a problem

‘The following are the advantages of problem solving by decomposition:

e  Breaking the problem into parts helps us to clatify what is to be done in each patt.

o At each step of refinement, the new patts become less complicated and therefore,
casier to figure out.

¢ Parts of the solution may turn out to be reusable.

¢ Breaking the problem mto parts allows more than one person to work for the
solution.

4.2.2 Bottom up design

Consider the case of constructing a house. We do not follow the top down design, but
the botrtom up design. ‘The foundation will be the first task and roofing will be the last
task. Breaking down of tasks is catried out here too. It is true that some rasks can be
cartied out only after the completion of some other tasks. [Towever roofing which is
the main task will be carried out only after the completion of bottom level tasks.

Stmilarly in programming, once the overall procedure or task is broken down into
component parts (modules) and cach component module 15 further sub divided until
the lowest level of detail has been reached, we start solving from the Towest module
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onwards. The solution for the mam module will be developed only after designing

spectfic solutions to its sub modules. This styvle of approach 1s known as bottom-up
design for problem solving, Here again, 1t 1s desirable that the sub problems
{(subprograms) should be independent of each other.

Youth festivaly are conducted every year in our schools. Usually the
duties and responsibilities are decomposed. Discuss how the tusks are
divided and executed to organise the youth festival successfully.

£

4.3 Phasesin programming

As we have scen, problem solving using computer s a challenging task. A systematic
approach is cssential for this. The programs required can be developed only by going
through different stages. Though we have m-born problem solving skills, 1t can be
applied effectively only by proper thinking, planning and developing the logical reasonimg
to solve the problem. We can achieve this by proceeding through the following stages,
in succession:

Problem identification [ n ]

Preparing algorithms and flowcharts

12

Algorithm & Flow
charts

3.  Coding the program using
programming language
Translation

Program Coding

5. Dcbugging
6.  Executon and lesting
7. Documentation Translation

ligure 4.3 shows the order of performing

/

the rasks in various stages of programming, :
- . AR . Execution
Note that the debugging stage 15 associated
with both translation and c¢xcecution. The
activitics involved 1 the seven stages
mentioned above are detailed in the
following sections. Fig. 4.3 : Phases of Programming

4.3.1 Problem identification

Let us discuss a real life situanon; suppose you are suffering from a stomach ache. As

Documentation

vou know this problem can be solved by a doctor. Your doctor may ask vou some
questions regarding the duration of pain, previous occurrence, vour diet etc., and

examine some parts of vour body using the stethoscope, X-ray or scan. All these are a
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part of the problem study. After these procedures, your doctor may be able to dennfy

the problem and state 1t using some medical term. Now the second stage begins with
the dertvation of some steps for solution known as prescriptions,

It is clear that before deriving the steps for solunon, the problem must be analysed,
Duting this phase you will be able to identify the data mvolved mn processing, its type
and quantiry, formula to be used, activities involved, and the output to be obrained.
Once you have studied the problem clearly, and are convinced about the sequence of
tasks required for the solution, you can go to the next phase. This 15 the challenging
phasc as 1t exploits the cfficieney of the programmer (problem solver).

4.3.2 Algorithms and Flowcharts

Once the problem is identified, 1t 1s necessary to develop a precise step-by-step procedure
to solve the problem. This procedure s not new or confined to computers. Tt has been
in use for a very long tine, and m almost all walks of life, One such procedutre raken
from real life 1s described below. It 15 a cooking recipe of an omlette raken from a
magazine.

Ingredients

Loes - 2 Nos, Onion - 1(small sized, chopped); Green chili - 2
finely chopped); il - 2 tea spoon, Salt - a pinch.
! Pl f P

Method

Step 1 Break the eggs and pour the contenrs in a vessel and
st

Step 2@ Mix chopped onion, green chilies and salt with the stirred
cgy.

Step 3 ¢ Place a pan on the stove and hight the stove.

step 4 0 Pour the o1l in the pan and wait till 1t gets heated.

Step 5 : Pour the mixture prepared in step 2 into the pan and
wait til the side is fried.

Step 6@ ‘lurn over to get the other side fried well.

Step 7@ ‘lake it our after some seconds.

Resulr

An omlette 1s ready to be served with peppet powder.
‘T'he recipe given above has the following properties:

1. It begms with a list of ingredients required for making the
omlette. These mayv be called the inputs.

2. A sequence of instructions is given to process the inputs.
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3. As a result of carrying out the instructions, some outputs (here, omlette) are
obtained.

The instructions given to process the inputs are, however, not precise. They are
ambiguous. For example, the interpretation of "till the side is fried" in step 5 and "fried
well" in step 6 can vary from person to person. Due to such imprecise instructions,
different persons following the same recipe with the same inputs can produce omlettes
which differ in size, shape and taste.

The above ambiguities should be avoided while writing steps to solve the problems
using the computer.

a. Algorithm

Mathematicians trace the origin of the word algorithm
to a famous Arab mathematician, Abu Jafar Mohammed
Ibn Musaa Al-Khowarizmi. The word 'algorithm' is
derived from the last part of his name Al-Khowarizmi.
In computer terminology an algorithm may be defined
as a finite sequence of instructions to solve a problem.
It is a step-by-step procedure to solve a problem, where
each step represents a specific task to be carried out.
However, in order to qualify an algorithm, a sequence  Fig. 4.4 : Abu Jafar Mohammed

of instructions must possess the following Ibn Musaa Al-Khowarizmi
(780 - 850)

characteristics:

(i) It should begin with instruction(s) to accept inputs. These inputs are processed by
subsequent instructions. Sometimes, the data to be processed will be given along
with the problem. In such situations, there will be no input instruction at the
beginning of the algorithm.

(i) Use variables to refer the data, where variables are user-defined words consisting
of alphabets and numerals that are similar to those used in mathematics. Variables
must be used for inputting data and assigning values or results.

(iii) Each and every instruction should be precise and unambiguous. In other words,
the instructions must not be vague. It must be possible to carry them out. For
example, the instruction "Catch the day" is precise, but cannot be carried out.

(iv) Each instruction must be sufficiently basic such that it can, in principle, be carried
out in finite time by a person with paper and pencil.

(v) The total time to carry out all the steps in the algorithm must be finite. As algorithm
may contain instructions to repetitively carry out a group of instructions, this
requirement implies that the number of repetitions must be finite.

(vi) After performing the instructions given in the algorithm, the desired results
(outputs) must be obtained.
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‘To gain insight into algorithims, let us consider a simple example. We have to find the

sum and average of any three given numbers. Let us write the procedure for solving
this problem. Tris given below:

Step 10 Input three numbers.

Step 20 Add these numbets to get the sum

Step 3: Divide the sum by 3 to get the average

Step 4 Prnt sum and average
'Though the procedure 1s cotrect, while preparing an algorithm, we have to follow any

of the standard formats. Let us see how the procedure listed above can be writren in an
algorithm style.

Example 4.1: Algorithm to find the sum and average of three numbers

Let A, B, C be variables for the mpur numbers; and S, Avg be variables for sum and
average.

Step 1. Start
Step2: InputA, B, C
Stepd: S=A+B+C
Step4: Avg=58/3
Step5:  Print 5, Avg
Step6: Stop
The above set of instructions qualifies as an algorithm for the following reasons:

e It has mput (Lhe variables A, 13 and C are used to hold the input data).

e ‘lhe processing steps are precisely specified (Using proper operators in Steps 3
and 4) and can be carried out by a person using pen and papet.

e liach instruction 1s basic (Input, Print, Add, 1Jivide} and meaningful.
e It produces two outputs such as sum (5) and average (Avg).

¢  The beginning and termination pomnts are specified using Start and Stop.
Types of instructions

As we know, a computer can perform only mited types of operations. So we can use
only that many mstructions to solve problems. Before developing more algorithms, let
us dentify the types of instructions constituting the algorithm.

e  Computer can accept data that we mput. So, we can use mput instructtons. The
words Input, Accept or Read may be used for this purpose,

e Computer gives the results as output. So we can use output instructions. Lhe
wotds Print, Display or Write may be used for this putpose.
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¢ Data can dircetly be stored in a memory location or data may be copied from one

location to another. Similarly, results of arthmete operations on data can also be
stored in memory locations. We use assignment (ot storing) nstruction for this,
similar to that used in mathematics. Variables followed by the equal symbol ( =}
can be used for storing value, whete variables refer to memory locations.

¢ A computer can compare data values (known as logical operation) and make
decisions based on the result. Usually, the decision will be in the form of selecting
or skipping a sct of one or more statements or exceuting a set. of mstructions
repeatedly.

b. Flowcharts

An idea expressed m picture or diagram 1s preferred to text form by people, In certamn
situations, algorithm may be difficulr to follow, as it may contain complex tasks and
repetitions of steps. [lence, it will be berter if it could be expressed in pictoral form.
The pictorial representation of an algorithm with specific symbols for instructions and
arrows showing the sequence of operations 1s known as flowchart. It is primarily used
as an aid i formulating and understanding algorithms.  Flowcharts commonly usc
some basic geometric shapes to denote different types of msoructions. 'Lhe actual
mstructions are written within these boxes using clear and concise statements. 'These
boxes are connected by solid lines with arrow marks to indicate the flow of operation;
that 1s, the exact sequence in which the instructions are to be executed.

Normally, an algorithm is converted into a flowchart and then the instructions arc
expressed in some programming language. The main advantage of this two-step approach
in program writing 1s that while drawing a flowchart one 1s not concerned with the
details of the elements of programming language. Hence he/she can fully concentrate
on the logic (step-by-step method) of the procedure. Moreover, since a flowchart shows
the flow of operations in pictorial form, any error in the logic of the procedure can be
detected more casily than in a program. The algorithm and flow chart are always a
reference to the programmer. Onee these are ready and found correct as far as the logic
of the solution 1s concerned, the programmer can concentrate on coding the operations
followimng the constructs of programmimg language. '1Tus will normally ensure an error-
free program.

Flowchart symbols

'The communication of program logic through flowcharts 1s made easier through the
use of symbols thar have srandardised meanings. We will only discuss a few symbols
that are needed to indicate the necessary operations. Lhese symbols are standardised
by the American National Standards Insttute (ANSI).

1. Terminal

As the name implies, 1t 15 used to indicate the beginning (START) and ending (STOP)
in the program logic flow. Tt 1s the first symbol and the last symbol in the flowchart.
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k3

It has the shape of an cllipse. When it 1s used as START, an cxat flow

will be attached. But when it 1s used as a STOP symbol, an entry flow

will be atrached,
2. Input / Qutput

The parallelogram is used as the input/output symbol. Tt denotes the
function of an input/output device in the program. All the input/
output instructions are expressed using this symbol. It will be attached

)

with one entry flow and one exit flow.

3. Process

A rectangle is used to reptresent the processing step. Atithmetic
operations such as addition, subttaction, multiplication, division as
well as assigning a value to a variable are expressed using this symbol.

Assigning a value to a varable means moving data from one memory

location to another {c.g. a=b) or moving the result from ATLT to
memoty location {e.g. a=b+5) ot even storing a value to a memory
location (e.g. a=2). Process symbol also has one entry flow and one
exit flow.

4. Decision

‘The rhombus 1s used as decision symbol and is used to indicate a
point at which a decision has to be made. A branch to one of two or
more alternative points is possible here. All the possible exit paths
will be specified, but only one of these will be sclected based on the
result of the deetston. Llsually this symbol has one entry flow and
two exit flows - one towards the action based on the truth of the
condirion and the other towards the alternative action.

5. Flow lines

Flow lines with artow heads are used to indicate the flow of operaton,

that is, the exact sequence 111 which the instructions ate to be executed.

The normal flow 1s from top to botrom and left to right. But in some

cases, 1t can be from right to left and bottom to top. Good practice —_—
also suggests that flow lines should not eross cach other and such

intersections should be avorded wherever possible.

6. Connector l

When a flowchart becomes bigger, the flow lines start criss-crossing
at many places causing confusion and reducing comprchension of

the flowchart. Moreover, when the flowchart becomes too long to fir
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into a single page the use of flow lines becomes @
mpossible. Whenever a flowchart becomes complex

and the number and direction of flow lines is confusing ¥

or it spreads over more than one page, a pair of

connector symbols can be used to jom the flow lines InputA, B, C
that arc broken. This symbol represents an Mentry

from", or an "exit to" another part of the flowchart. Vv

A connector symbol 1s tepresented by a circle and a S=A+B+C
letter or digit 1s placed within the circle to indicate Avg=S/3
the link. A pair of identically labelled connector

symbols 1s commonly used to mdicate a continucus 3

flow. So two connectors with 1dentical Tabels serve g
Print$S, Avg

the same funetion as a long flow line. That 1s, in a

pair of dentcally labelled connectots, one shows an

exit to some other chart scetion and the other A 2

indicates an entry from another part of the chart. ( Stop )
Figure 4.5 shows that flowchart of the problem Fig. 4.5 : Flow chart for Sum
discussed 1n Lixample 4.1. and Average

'L'he msrructuon given m each step m the algorithm s represented using the concerned
symbol. Hach symbol ts labelled properly with the respectve instruction. The flow of

operations is cleatly shown using the flow lines.

Advantages of flowcharts
I'lowcharts are beneficial in many ways in program planning,

. Better communication: Since a flowchartis a pictorial representation of a program,
ir is easier for a programmmer to explain the logic of the program to some other
programmer through a flowchart rather than the program iself.

«  Effective analysis: The whole program can be analysed effectively through the
tflowchart as ir cleatly specifies the flow of the steps constituting the program.

+  Effective synthesis: 1f a problem 1s divided into different modules and the solution
tfor cach module 1s represented 1n flowcharts separately, they can finally be placed
together to visualize the overall system design.

. Efficient coding: Once a flowchart s ready, programmers find 1t very casy to
write the concerned program because the flowchart acts as a road map for them.

It guides them to go from the starting point of the program to the fial point

ensuring that no steps are omitted.
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Limitations of flowcharts

In spite of their many obvious advantages, flowcharts have some limitations:

. Flowchatts are very time consuming and laborious to draw with proper symbols

and spacing, especially for large complex algorithms.

¢ Owmg to the symbol-string nature of flowcharting, any change or modification in
the logic of the algorithm usually requires a completely new flowchart.

o ‘lhere are no standards determining the amount of detail that should be included

n a flo

wchart.

Now let us develop algorithms and draw flowcharts for solving various problems.

Example 4.2: To find the area and perimeter of a rectangle

We know that this problem can be solved, if the length and breadth of the rectangle
are given. Lhe result can be obtained by using the following formula:

Perimerer = 2 (Length + Breadth),

Atea = Length X Breadth

Let L and B be vatiables for length and breadth; and I, A be vatiables for perimeter and

arca.

Step 1:
Step 2:
Step 3
Step 4:
Step &
Step &:

Start
Input L, B

A=L*B
Print P, A
Stop

P=2*(L+B)

'Lhe flowchatt 1s given m Figure 4.6,

'L'he algorithms developed in Examples 4.1 and 4.2 consist of / Sriot B A /

six Instructions each. In both the cases, the mstructions will
be executed one by one in a sequential fashion as shown in

( Start )
/ InputL, B /

4

Iigure 4.7. The order of exceution of instructions is known :St:
. . op
as flow of control. We can say that the two algorithms follow

in a sequential flow of control.

Statement 1

Statement 2 Statement 3

Fig 4.7 Sequential flow of controf

Fig. 4.6 : Flow chart for
Area and Perimeter

______ )l Statement N

Develop an algorithm and draw the flow chart (o inpul a time in seconds
and convert It into the IIr: Min: Sec format. (For example, if 3700 is
given as input, the output should be 1 Hr: | Min: 40 Sec).
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Example 4.3: Find the height of the taller one among two students

Here, two numbers representing the height of two students are to be input. The larger
number 15 to be identificd as the result. We know that a comparison between these
numbers 15 to be made for this, The algorithm is given below:

Step 1. Start
Step2:  InputH1, H2

Step3: If H1>H2 Then / Input H1, H2 /
Step 4: Print H1

Step 5. Else

Step 6: Print H2

Step7: End of If ves Print H1 /
Step 8. Stop

The flowchart of this algorithm is shown g
. . . oo o)
in Figure 4.8. This algorithm uses the

decision making aspect. In step 3, a / Print H2 /

conditon is checked, Obvicusly the result » ¥

may be Irue or I'alse based on the values
of variables H1 and H2. The decision is

made on the basis of this result. 1f the result

Fig. 4.8 : Flowchart to find lurger vafue

1s Trug, step 4 will be selected for execution,

otherwise step ¢ will be executed. Hete one of the two statements (either step 4 or
step 6) 1s selected for execution based on the condition, A branching 1s done m step 3,
‘T'hat is, this algorithin uses the selection structute to solve the problem. As shown in
Iigure 4.9, the condition branches the flow to one of the two sets based on the result
of condition.

Statement 1

Statement 2

Fig. 4.9 : Selection structure

The workig of scleetion construct s as shown in
Figure 4,10, ‘Lhe flow of control comes to the
condition; it will be evaluated te ‘Ltue or [False. If
the condition 1s ‘lrue, the instructions given in the

True Block

true block will be exceuted and false block will be

skipped. Butif the condition 1s False, the true block

No
will be skipped and the false block will be exeeuted. I

Now let us solve another problem. Fig. 4.10 : Flowchart of selection

—]
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Example 4.4: To input the scores obtained in 3 unit-tests and find the
highest score

Here we have to input three numbers representing the scores and find the largest number
among them. The algorithm s given below and flowchart 1s shown n Figure 4.11.

Step1:  Start
Step2: Input M1, M2, M3

Step3:  If M1>M2And M1>M3 Then / il ML N2 NI /

Step 4: Print M1

Step 5: Else If M2 > M3 Then
Step 6: Print M2

Step 7: Else

Step 8: Print M3
Step9:  Endoflf

Step10:  Stop

This algorithm uses multiple branching bascd
on different conditions. Three different
actions are provided, but only one of them s

executed. Anothet point we have to notice is

that the first condition consists of two
comparisons. This kind of conditon 1s known  Fig. 4.7/ : Flowchart to find the largest of
as compond condition. three numbers

Develop an algorithm and draw the flowchart to check whether a
given number is even or odd.

Design an algorithm and flow chart to input a day number and display
the name of the day. (For example, if 1 is the input, the outpul should
be Sunday. If it is 2, the output should be Monday. If the number is
other than 1 to 7, the oulput should be "Invalid data”).

3. Based on the evaluation system for standard X, develop an algorithm
to accept a score out of 100 and find the grade.

Now, considetr a case m which some task is to be performed m a repeated fashion,
Suppose we want to print the first 100 natural numbers. Ilow do we do it? We know
that the first number 1s 1. 1t should be printed. The next number 1s obtained by adding
1 to the first number. Again it should be printed. It 1s clear that the two tasks - printing
a number and adding 1 to 1t - arc to be exceuted repeatedly. The execution should be
terminated when the last number 1s printed, Let us develop the algonthm for this.
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Example 4.5: To print the numbers from 1 to 100

Sep2 N=1 _ .

:Step 3: PrintN ! N=1
:Step4: N=N+1 :
iStep 5. If N <=100 Then Go To Step 3 i ! 1
Seor S T e S
In the algorithm given as Example 4.5, a condition 1s ‘I'
checked at step 3. If the condition is found true, the flow N=N+1
of control is transferred back to step 3. So the steps 3, 4
and 5 are exccuted repeatedly as long as the condition is
truc. We will say that a loop 1s formed here. Steps 3, 4 and Ves
5 consnrute a loop. The control comes out of the loop only
when the condition becomes false. 1he flowchart of this
algorithm is shown in Iigure 4.12. No
‘The above algorithm can be simplified as follows:
Step 1. Start Fig 4.12 : Flowchart to print
mumbers from 1 to 100
Step2: N=1 )
Step 3:  Repeat Steps 4 and 5 While (N<=100)
Step 4: PrintN
Step 5: N=N+1

Step6:  Stop

Note that in step 3, the words "Repeat” and "While"
arc used to construct 4 loop. The statements (step N=1
numbers) that need repeated executon 1s specified

with the word "Repeat” and the condition 1s given No
with "While". As the algorithm looks slightly different, T @
the flow chart also differs slightly as in Iigure 4.13.
The execution style of a loop is shown in Iigure 4.14.

Fig. 4.13 : Flowchar! fo
Fig. 4.14 : Looping construct print numbers from I to 10
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A Toop has four elements. Obviously, one of them s l

the condition. We know that at least one variable will

be used to put up a condinon and let us call it loop Initialisation
control variable. Before the conditon being checked,

the loop control variable should get a value. It 1s

possible through input or assignment. Such an No
instruction is called initialisation instruction for the 7

loop. The third clement, called update instruction, ol
changes the value of the loop control vatable. It 1s

essential; otherwise the execution of the loop will Body of Loop
never be rerminared. LThe fourth element is the loop

body, which 1s the set of instructions to be exceuted Y
repeatedly. The flowchart shown in Figure 4.15 depicts Updation

the working of looping structure.

z

The mitalisaton instruction will be exceuted first and
then the condition will be checked. If the condition 1s
true, the body of the loop will be executed followed by the update mstruction. After
the execution of the update instruction, the condition will be checked again. T'his

Fig. 415 : Flowchart of Looping ¥

process will be continued untl the condition becomes false. The loop that checks the
condition before exceuting the body is called entry-controlled loop. There 1s another
style of looping construct. Tn this case, the condition

will be checked only after the execution of loop-body
and update instruction. Such a loop i1s called exit-

controlled loop. m
Example 4.6: To print the sum of the first N

natural numbers A=1
5-0

Ilete we have to input the value of N. The sum of
numbers from 1 to the input number N 1s to be found
out. Let S be the vanable to store the sum. Figure 4.16
shows the flowchart of this algorithm

Step 1: Start

Step 2 InputN

Step 3 A=1,8=0

Step 4: Repeat Steps 5 and 8 While (A<=N) |

Step 5: S=8+A / Print § /

Step 6: A=A+1
Step 7: Print S

Step &: Stop Fig 4.16 : Flowchar! for

the sum of first N natural numbers
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This algorithm uses an entry-controlled loop. In the

next example we can see an algorithm that uses exit- Start
controlled loop for problem solving.

Example 4.7: To print the first 10 multiples of
a given number

Step 1: Start

Step 2 InputN

Step 3: A=1

Step 4: M=AxN

Step 5: Print M

Step 6: A=A+1

Step 7: Repeat Steps 4 to 6 While (A <=10)
Step & Stop

This algorithm and the corresponding flowchart shown
in kigure 4.17 contain a loop in which the condition
1s checked only afrer execunmg the body. ‘lable 4.1

shows comparison between entry controlled loops and Fig 4.17 : Flowchart for
the first 10 smidtiples of o number

exit controlled loops.

Entry Controlled Loop Exit Controlled Loop
e Condition 15 checked before the |« Condition is checked after the
exccution of the body exccution of the body
e Body may never be executed. o Body will surely be executed at least
' once.
+ Suitable when skipping of the body | 4 Suitable when normal exceution of the
from being executed 1s required body is to be ensured.

Tuble 4.1 : Comparison of Loops

Let us pracuce with more algorithms and flowcharts for solving the problems that are
given as learning activities.

Develop an algorithm and draw the flowcharts for the following
problems:
- 3 [ Yo printall even numbers below 100} in the descending order.
2. 1o find the sum of odd numbers berween 100 and 200.
3. To print the multiplication table of a given number.
4. To find the fuctorial of a number.
3. Toinput a number and check whether il is prime or nol.
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4.3.3 Coding the program

Once we have developed the skill to design algorithms and flowcharts, the next step in
programming 1s to cxpress the mstructions m a more precise and conetse notation.
‘L'hat 15, the mstructions are to be expressed m a programming language, ‘Lhe process
of writing such program mstructons to solve a problem is called coding. ‘lext editor
programs are available to write the code in computer.

A language is a system of communication. We communicate
our ideas and emotions to one another through natural languages
such as Linglish, Malayalam, cte. Similarly, a computer language
15 used to communicate between user and computer. A human
bemg who writes a computer program 1s to be familiar with a
language that 1s understandable to the computer also. We have
already seen that computer knows only the binary language

which 15 very difficult for human beings to understand and use.
As we saw in Chapter 3, we can use a human friendly language, known as High Level
Language (HLL) that looks similar to Fnglish. Again there 1s a facility of using language
processors to convert ot translate the program written in HLL mto machine language.
'Lhe program written m any HLL 1s known as source codc.

Hence, to be a programmer we have to be well-versed m any HLL such as BASIC,
COBOL, Pascal, C++ etc. to express the instructions in a program. Lach language has
its own character set, vocabulary, gramimar (we call it syntax) to write programs. (Once
the program 1s written using a language, it should be saved in a file {called source file},
and then proceed to the next phase of programming.

4.3.4 Translation

While sclecting a language for developing source code, certain criteria such as volume
of data, complexity in process, usage of files, ete. are to be considered. Once a language
1s sclected and the source code 1s prepared, 1t should be translated using the concerned
language processor. Translation is the process of converting a program written in high
level language into its equivalent version in machine language. The compiler or
interpreter is used for this purpose. During this step, the synrax errors of the program
will be displayed. These errors are to be correeted by opening the file that contains the
soutce code. The source code 1s agamn given for compilation (translaton). This process
will be continued till we get a message such as "No crrors or wamnings' or "Successful
compilation”. Now we have a program fully constituted by machine language
instructions. This version of the source code is known as object code and it will be
usually stored in a file by the compiler itself.

Translation

Fig 4.18 : Translation process
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Onee the object code 15 obtamned it should be present n the system as long as you want

the program to be used.

4.3.5 Debugging

Debugging 1s the stage where programming errors are discovered and corrected. As
long as computers are programmed by human beings, the programs will be subject to
errors, Programmuing errors are known as 'bugs' and the process of detecung and
cotrecting these etrors is called debugging. In general there are two types of errors
that occut in a program - syntax errors and logical errors. Syntax errors tesult when
the rules or syntax of the programming language are not followed. Such program errors
typically involve mcorreet punctuation, incorrect word sequence, undefined term, or
illegal use of terms or constructs. Almost all language processors detect syntax errors
when the program 1s given for translation, ‘Lhey print ertor messages that mclude the
line number of the statement having errors and give hints about the nature of the
error. In the case of interpteters, the syntax errors will be derected and displayed
during execution. The programmer's efficiency in using the language decides the time
and ¢ffort for the debugging process. The object program will be generated only 1f 4ll
the syntax crrors are rectified.

The scecond type of error, named logical ertror, 15 duc to improper planning of the
program's logic, ‘Llhe language processor successfully translates the soutce code into
machine code if there are no synrax errors, Duting the execution of the program,
computer actually follows the program instructions and gives the outpur as per the
instructions. But the output may not be correet. This 1s known as logical crror. When a
logical error occurs, all vou know is that the computer 15 not giving the correct output.
The computers do not tell us what is wrong: Tt should be identified by the programmer
ot uset. In order to determine whether or not there 1s a logical etror, the program must
be tested. So, let us move on to the next stage of programming,

4.3.6 Execution and testing

As we have seen In the previous section, the program is said to be etror-free only when
logical ertors are also rectified. Hence when the compiled version of the program is
formed, it should be executed for testing, The purpose of testing is to derermine whether
the results are correct. The testing procedure involves running the program to process
the test data that will produce 'known results'. That is, the
operations involved in the program should be done
manually and the output thus obtamed should be compared
with the one given by the computet, ‘Lhe accuracy of the
program logic can be determined by this testing. While
sclecting the test data, we should ensure that all aspects
of the program logic will be tested. Hence the sclection

of proper test data 1s important in program testing.
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Till now, we have discussed incorrect outputs due to ncorrect logie. But there s a
chance of another type of error, which will mterrupt the program executon. 'Lhis may
be due to the inappropriate dara that 1s encountered m an operation. For example consider
an insttuction A= B/C. T'his statement causes intettuption in executon if the value of

(. happens to be zero. In such a situation, the error messages may be displayed by the
error-handling functon of the language. These errors are known as Run-time error.
These errors can be rectfied by providing instructions for checking the validity of the
data before 1t gets processed by the subsequent mstructions m1 the program.

4.3.7 Documentation

A computerised system cannot be considered to be complete until 1t 15 properly
documented. In fact documentation 1s an on-going process that starts in the problem-
study phase of the system and continues ull its implementation and operation. We can
write comments in the source code as part of documentation. It is known as internal
documentation. It helps the debuggimg process as well as program modification at a
later stage. The logic that we applied in the progranm may not be remembered when we
go through our own program at a later stage. Besides, the program written by one person
may need to be modified by some other person in future. If the program is documented,
1t will help to understand the logic we applied, the reason why a particular statement
has been used and so on. However, the documentation part of the program will not be
considered by the language processor when yvou give the program for translation.

Writmg comments m programs s only a part of documenrtation, Another version of
documentation ts the preparation of system manual and user manual. These are hard
copy documents that contain functioning of the system, its requirements cte. and the
procedure for installing and using the programs. While developing software for various
applicatons, these manuals are mandatory, This kind of documentation 1s known as
external documentation.

Now you have analysed the problem, derived the logic of the solution, expressed i1 a
flow chatt, developed the code in a programming language, translated it afrer removing
the syntax errors, checked the accuracy of the output after removing all the possible

logical and run-time crrors, and we have documented the progranm.
Check yourself

Whatis an algorithm?
Pictorial representation ol algorithuin is known as

;) =

Which tflow chart symbol is always used in pair?

Which flow chart symbol has one entry flow and two exit flows?

Program written in [ [LI. is known as
What is dcbugging?

N o AW

What is an object codc?
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4.4 Performance evaluation of algorithms

We have developed algorithms for solving various problems. You may think that some
of these problems would have been solved by following a different logic. Of course, 1t
is true thar the same problem can be solved by different sets of instructions. Bur an
efficient programmer is the one who develops algorithms that require mimmum compurer
resources for executon and give results with high accuracy in lesser time. lThe
performance of an algorithm is cvaluated based on the concept of time and space
complexity. The algorithm which will be exceuted faster with minimum amount of
memory space 1s considered as the best algorithm for the problem.

Algorithm-1 Algorithm-2
Step 1. Start Step 1. Start
Step2: InputA, B, C Step2: InputA B, C
Step3: S=A+B+C Step3: S=A+B+C
Stepd: Avg=S/3 Stepd: Avg={A+B+(C)/3
Step b Print S, Avg Step 5 Print 8, Avg
Step&:  Stop Step&:  Stop

Tuble 4.2 : Algorithms to find the stm and average of three nunbers

et us compare the two algorithms given in Table 4.2, developed to find the sum and
average of three numbers. The two algorithms differ i step 4. Algorithm-2 uses two
steps {steps 3 and 4) for additon operation on the same data. Naturally, that algorithm
will take more time for execution than Algorithm-1. So Algotithm-1 is bettet for coding,

Now let us take another case, where comparison operations ate mvolved for the selection
of a statement. We have already discussed an algorithm ro find the largest among three
numbers in lixample 4.4. The two algorithms given in Table 4.3 can also be used for
solving the same problem.

Algorithm-1 Algorithm-2
Step 1. Start Step 1. Start
Step 2. Input M1, M2, M3 Step2 Input M1, M2, M3
Step 3. If M1=M2 And M1=>M3 Then Step 3: If M1 > M2 Then
Step 4. Print M1 Step 4: Big = M1
Step 5. If M2 > M1 And M2 > M3 Then Step 5. Else
Step 6 Print M2 Step 6: Big = M2
Step 7. If M3 >M1And M3 > M2 Then Step 7: If M3 > Big Then Big = M3
Step 8. Print M3 Step 8: Print Big
Step 9. Stop Step 9: Stop

fabie 4.3 : Algorithms io find the largest among three numbers
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The algorithm in FExample 4.4 has three comparison operations and one logical operation

altogether, All these operations atre to be carried out only when the largest value 15 in
M3 (the third variable). lo identify the speed of execurtion in each case, let us assume
that 1 second is required for one comparison operation. We can see that fastest result
will be in 3 seconds and slowest in 4 seconds. So the average speed 18 3.5 sceonds.

Now let us analyse Algorithm-1 in Table 4.3. There are three If statements, cach with
three comparison operations. 1f we follow the assumptions specified above, we can see
that the result will be obtained mn 9 seconds, trrespective of the values in the vartables.
So the average speed 1s 9 seconds, Bur the Algorithm-2 in ‘lable 4.3 uses two If
structures. Lhe algorithim shows that whatever be the values i the vatiables, the tine
required for compatison will be 2 seconds. Thus the average speed is 2 seconds. So, we
can say that the Algorithm-2 is better than the other two.

Let us consider one more case where loop is involved. The rwo algorithms given in

Table 4.4 find the sum of all even numbers and sum of all odd numbers between 100
and 200.

Algorithm-1 Algorithm-2

Step1:  Start Step 1. Start
Step2: N=100 ES=0 Step2: N=100,ES=0,05=0
Step 3: Repeat Steps4to 6 Step 3: RepeatSteps4to 8

While (N <= 200) While (N <= 200)
Step4: IfRemainderof N/2 =0 Then Step 4:  IfRemainder of N/2=0 Then
Step 5: ES=ES+N Step & ES=ES+N
StepB: N=N+1 Step6: Else
Step7: PrintES Step 7: 05=05+N
Step8: N=100,05=0 StepB8: N=N+1
Step 9: Repeat Steps 10to 12 Step 9:  Print ES

While (N <= 200) Step 10: Print OS
Step 10: If Remainder of N/2=1 Then Step 11: Stop
Step 11: 0S=0S+N
Step12: N=N+1
Step 13 Print OS
Step 14. Stop

Tuble 4.4 : Algorithms to find sum of even and odd numbers

Algotithm-1 uses two loops. Obviously, time taken will be double for the intialisation,
testing and updation of loop control variable compared to Algorithm-2. I'rom the table,
it 15 clear that Algonthm-2 1s better and efficient. So, think divergently and differently
to develop logic for solving problems.
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Let us sum up

Program is a sequence of instructions wtritten in a computer language. The
process of programming procceds through some stages. Preparation of
algonthms and tlowcharts help develop the logic. The program writtenin L1,
1s known as source code and itis to be converted into machine language. The
resultant code is known as object code. The errors occurred in a program has
to be removed through a process known as debugging. ‘T'he translated version
15 executed by the computer. Proper documentation of the program helps us
to modify it at a later stage. While solving problems different logic may be
applicd, but the performance is measured in terms of time and space
complexity.

4 Lecarning outcomes

After the completion of this chapter the learner will be able to

e  explin various aspects of problem solving,
¢ develop algorithms for solving problems.
e  draw flowcharts to ensure the correctness of algorithms.

. scleet the best algorithm for solving a problem

Sample questions

Very short answer type

What is an algorithm?
What 13 the role of a computer in problem solvingr
What is the use of connector in a flow chart?

ol =

What do you mean by logical etrors m a program?

Short answer type

What 15 a computer program? How does an algorithm help to write a programy
Write an algorithm to find the sum and average of 3 numbers.

Draw a flowchart to display the first 100 natural numbers.

What are the limitations of a flow chart?

bl ol

What 13 debugging?

6. What is the need of documentation for a programs
Long answer type

1. What are the characteristics of an algonithm?

2. What are the advantages of using a flowchart?
3. DBriefly explam different phases m programming,

T——]
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o GeanyIDE

Introduction to C++
Programming

C++ (pronounced "C plus plus") is a powetful,
popular object oriented programming (OOP)
language developed by Bjarne Stroustrup. The
idea of C++ comes from the C increment
operator ++, thereby sugpesting that C++ is an
added (incremented) version of € language.

The C++ language can be used o practice vatious
programming concepts such as sequence,
sclection and iteradon which we have already
discussed in Chapter 4. In this chaprer, we will
have a brief overview of the fundamentals of
C++. We will also familiatise different language
processor packages that arc used to write C++
programs.

Just like any other language, the learning of C++
language begins with the familiarisation of its
basic symbols called characters. "Lhe learning
hicrarchy procceds through words, phrascs
(expressions), statements, ete. et us begin with
the learning of characters.

5.1 Character set

As we know, the study of anv language, such as
Lnglish, Malayalam or Hindi begins with the
alphabet. Similarly, the C++ language also has
its own alphabet. With regard to a programming
language the alphabet 1s known as character set.
Itisa sct of valid symbols, called characters that
a language can recognize. A character represents
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Dr. Bjarne Stroustrup developed C++ at AT&T Bell
Laboratories in Murray Hill, New Jersey, USA, Now he
is a visiting Professor at Columbia University and holder
of the College of Engineering Chair in Computer Science
at Texas AGM University. He has received numerous honours. Ihitial
name of this language was 'C with classes’. Later it was renamed ¢ 8% ke
C++,in 1983, Bjarne

Stroustrup

any letter, digit, or any other symbol. 'The set of valid characters in a language
which s the fundamental units of that language, 1s collectively known as character
set. The character set of C++ 1s categorized as follows:

(i) Letters . ABCDLEIGHIJKLMNOPQRSTUYV
WXYZ
abcdefghijklmnopgrstuvwxyz

(i) Digits . 0123456789

(iii) Special characters - FS N ()L E o< =008
, 50 %t &P (underscore) # @

{iv) White spaces : Space bar (Blank space), Horizontal ‘Lab (),

Carriage Return (), Newline, Form feed
(¥} Other characters : C++ can process any of the 256 ASCII characrers
as data or as literals.

Spaces, tabs and newlines (line breaks) are called white spaces, White
“LU) space is required to separate adjacent words and numbers,

5.2 Tokens

After learning the alphabet the sccond stage is learning words consdtuted by the
alphabet (or characters). The term “oken” in the C++ language 1s similar to the
term ‘word’ in natral languages. Tokens are the fundamental building blocks of
the program. ‘They are also known as lexical units. (C++ has five types of tokens as
listed below:

1. Keywords

2. ldentifiers
3. Literals

4, Punctuators
5. Operators
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5.2.1 Keywords

The words (tokens) that convey a specific meaning to the language compiler are
called keywords. ‘Lhesc arc also known as reserved words as they are reserved by
the language for special purposes and cannot be redefined for any other purposces.

The setof 48 keywords in C++ are listed 1n Table 5
in due course.

1. Therr meaning will be explained

asm continue float new signed try
auto default for operator sizeof typedef
break delete friend | private static union
case do goto protected |struct unsigned
catch double if public switch virtual
char else inline | register template |void
class enum int return this volatile
const extern long short throw while
Tuble 5.1: Keywords of C++
5.2.2 Identifiers

We usually assign names to places, people, objects, etc. in our day to day life, to
identify them from onc another. ITn C++ we use idendtficrs for this purposc.
Identifiers are the user-defined words that are used to name different program
elements such as memory locatons, statements, functions, objects, classes etc. The
identifiers of memory locations are called variables. I'he identifiers assigned to
statements are called Jabels. 'U'he identificrs used to tefer a set of statements are
called function names.

While constructing identiflers certain rules are 1o be strictly followed for their validity
in the program. The rules are as follows:

o Identifier is an arbitrary long sequence of letters, digits and underscores
o The first character must be a letter or underscore { _ ).

o White space and special characters are not allowed.

o  Keywords cannot be used as1dentifiers.

o  Upper and lower case letters are treated differently, L.e. C++ is case sensitive.

LExamples for some valid identificrs are Count, Sumof2numbers,
_1lstRank, Main, FOR

Average Heilght,
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The following are some invalid identifiers due to the specified reasons:

Sum of Digits —» Blankspace is used

lstyear — Digitis used as the first character
First.Jan —> Special character (. ) is used
for — Itisakeyword

Identify invalid identifiers from the following list and give reasons:
Data rec, data, Idata, datal, my.file, asm,
switch, goto, break

5.2.3 Literals

Consider the case of the Single Window System for the admission of Plus One
students. You may have given your date of birth in the applicadon form. As an
applicant, vour date of birth remains the same throughout vour life. Once they are
assigned their initial values, they never change their value. In mathematics, we know

that the value of = is a constant and the value of gravitational constant ‘g’ never
changes, L.c. itremains 9.8m/s”. Tike that, in C++, we use the type of tokens called
literals to represent data items that never change their value during the program
run. They are often referred to as constants. Literals can be divided mro four types
as follows:

1. Tnteger literals

2. Floating point literals

-

3. Character hterals

4. Sting literals

Integer literals

3

Consider the numbers 1776, 707, -273. They are mreger constants thar idenuofy integer

decimal values. The tokens constituted only by digits are called integer literals and

they are whole numbers without fractional part. "The following are the characterisdces

of integer literals:

o An integer constant must have at least one digit and must not contain any
decimal point.

» Itmay contain cither + or — sign as the first character, which indicates whether
the number is positive or negative.

« A number with no sign 1s treated as posiuve.

¢ No other characters are allowed.
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Classify the following into valid and invalid integer constants and
give reasons for the ivalidity:

77,000 70 314. -5432 +15346
+23267  -.7563 -02281+0  1234E56 -9999

In addition to decimal numbers (base 10), C++ allows the use of octal
humbers (base 8) and hexadecimal numbers {base 16) as literals
{constants). To express an octal number we have to precede it witha O
(zero character)and in order to express a hexadecimal humber we have
to precede it with the characters Ox (zero, x). For example, the integer constants
75,0113 and 0x48 are cll equivalent to each other. All of these represent the same
number 75 (seventy-five), expressed as a base-10 numeral, octal numeral and
hexadecimal numeral, respectively.

Floating point literals

Youmay have come across mumberts like 3.14159, 3.0<10° 1.6X107"” and 3.0 duting
your course of study. These are four valid numbers. The first number is 7 (P1), the
sccond onc is the speed of light in meter/see, the third is the electric charge of an
clectron (an extremely small number) — all of them are approximated, and the last
one 1s the number three expressed as a floaang-point numeric literal.

Floating point literals, also known as real constants are numbers having fractional
parts. These can be written in one of the two forms called fractional form or
exponential form.

A real constant in tractional form consists of signed or unsigned digits including a
decimal point between digits. ‘The rules for writing a real constant in fractional
form are given below:

o Areal constant in fracdonal form must have at least one digit and a decimal
point.

» Itmay also have cither + (plus) or — (minus) sign preceding it.

o A rcal constant with no sign is assumed to be positive.

A real constant in exponential form consists of two parts: maniissa and exponent.

Lor instance, 5.8 can be written as 0.58X10! = (J.58121 where mantissa partis (.58

(the part appeating before E) and exponential partis 1 (the part appearing afrer E).

‘The number E1 represents 10 The rules for writing a real constant in exponental

form are given below:

o Areal constant m exponent form has two parts: a mantissa and an exponent.

o The mantissa must be either an integer or a valid fractional form.
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+  The mantissa is followed by a letter E or e and the exponent.

+  The exponent must be an inreger.

‘The tollowing are valid real constants.

52.0 107.5 -713.8 -00925
453.L:-5 1.25IX08 212104 562.0L09
152148 15201204 -0.573L-7 =097

Some invalid real constants arc given along with the reason:

58,250.262 (Comma is uscd), 5.8F (No cxponent part), 0.58E2.3 (Fractional

number 15 used as exponent).

Clussify the following info valid and invalid real constants and justify

Your gaswer;
77,00,000 7.0 3.14 -5.0L5.4 +53.45L-6
+532.67. .756E-3 -0.528E10 1234.56789  34,56.24
4353 +34/2 5.6E 4356 0

Character literals

When we want to store the letter code for gender usually we use ’f7 or V7 for Lemale
and ‘m’ or ‘M’ tor Ma/k. Similatly, we may use the letter ¥ or °Y’ to indicate Yerand
the letter ‘0’ or ‘N’ to indicate Ne. These are single characters. When we refer a
single character enclosed in single quotes that never changes its value during the
program run, we call it a character literal or character constant.

Note that x without single quote is an identifier whereas *x” isa character constant.
‘The value of a single character constant is the ASCIT value of the character. For
nstance, the value of ¢’ will be 99 which is the ASCII value of Y’ and the value
of YA’ will be the ASCII value 65.

(:++ language has certain non-graphic character constants, which cannot be typed
dircetly from the keyboard. For example, there is no way to express the Carriage
Return or Linter key, Tab key and Backspace key. These non-graphic symbols can
be tepresented by using escape sequences, which consists of a backslash (\)
followed by onc or more characters. It should be noted that even though escape
sequences contain more than one character enclosed in single quotes, it uses only
one corresponding ASCII code to represent it. ‘Lhat is why they are treated as

character constants. ‘Table 5.2 lists escape sequences and corresponding characters.
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In Table 5.2, we can also see sequences | Escape Corresponding

representing \ °, \" and \ 2. These | Sequence || Non-graphic character

characters can be typed from the \a Audible bell (alett)

kevboard but when used without escape

. . - - . \b Back Spacc
sequencee, they carry a special meaning

and have a special purpose. FHowever, \f Form feed
if these are to be displayed or printed as \n New line or Tine feed
it is, then escape sequences should be _

, . \r Carriage Return
used. Examples of some vahd character
constants are: 's', '3', '$', "\n', \t Hortizontal Tab
T+, 'Y \v Vertical ‘1ab
Some invalid character constants arc A\ Back slash
also given with the reason for invalidity: \ " Single quote
k . Y et L y
A (No single quotes), ‘82’ (More than \ Double quote
one character), “K” (Double quotes _ _
. . ) (D o s Juote \? (Queston mark
instead of single quotes), \g” (Invalid
escape sequence or Multiple characrers). \O Null character

Table 5.2 : Escape Sequences

C++ represents Octal Number and Hexadecimal Number with the help of escape
sequences. The \On and \xHn represent a number in the Octal Number System
and the Hexadecimal Number System respectively.

String literals

Nandana 1s a student and she lives in Bapwji Nagar. Here, “Nandana” is the name
ot a gitl and “Bapuji Nagar” is the name of a place. "LThese kinds of data may need
to be processed with the help of programs. Such data arc considered as string
constants and they are enclosed within double quotes. A sequence of one or more
characters enclosed within a pair of double quotes 1s called string constant. L'or
mnstance, “Hello friends”, 1237, “C++", “Baby\’s Day Out”, ctc. arc
valid string constants.

Classify the following into different categories of literals.
% tal "rita"™ =124 12.5 -12e-1
"rajuh's pen" O -11.99% PANT 32760
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5.2.4 Punctuators

In languages like Fnglish, Malavalam, etc. punctuation marks are used for
grammatical petfection of sentences. Consider the statement: Who developed C++¢
Here 7 is the punctuation mark that tells that the statement is a question. Similarly
at the end of cach sentence we put a full stop (). Tn the same way C++ also has
some spectal symbols that have syntactic or semantc meaning to the compiler.
These are called punctuators. Lxamplesare: # ; Y ™ () [ ] { }.
‘L'he purposc of cach punctuator will be discussed later.

5.2.5 Operators

When we have to add 5 and 3, we express it as 5 + 3. Here + is an operator that
represents the addition operadon. Similarly, C++ has a rich collection of operators.
An aperator is 2 symbol that tells the compiler about a specific operation. They are
the tokens that trigger some kind of operation. The operator is applied on a set of
data called operands. (:++ provides different types ot operators like arithmetic,
reladonal, logical, assignment, condidonal, cre. We will discuss mote about operators
in the next chapter.

Classify the following into different categories of tokens.
/ =124 + -12e-1 YUYRELOL"
Sum "rajul's pen" if rita AN

break |

5.3 Integrated Development Environment (IDE)

Now we have Icarned the basic clements of a C++ program. Before we start writng
C++ programs, we must know where we will type this program. like other
programming languages, a text editor is used to create a C++ program. The
compilers such as (GCC (GNU Compiler Collection), Tutbo C++, Borland C++,
and many other similar compilers provide an Integrated Development Environment
(IDE) for developing C++ programs. Many of these 1DHs provide facilites for
yping, ediung, searching, compiling, linking and executing a C++ program. We
use Geany IDL (T1@School Ubuntu Linux 12.04) for the purpose of illustrating the
procedurce for coding, compiling and exceudng C++ programs.

GCC with Geany IDE

(3C.C compiler is a tree software available with Linux operating system. (CC stands
for GNU Compiler Collection and is one of the popular C++ compilers which
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works with 15O C++ standard. Geany is a cross-platform D for wrang, compiling

and cxccuting (C++ programs.
A. Opening the edit window

The edit window of Geany 1DH can be opened from the Applications menu of
Ubuntu Linux by proceeding as follows:

Applications = Programming = Geany

Geany TDI opens ifs window as
File Edit Search View Document Project i Toaols Help - . - ) )
FEE T " .| shownin Figure 5.1. [t has a title

symbols | |untitled % bar, menu bar, toolbar, and a

No tags Found 1 )

| code editarea. We can see a tab
named untitled, which indicates
the fle name for the opened edit
area. It we use Geany 1.24 on
i _ | Windows operating system, the

10:56:59: Thisis Geany .16, opening window will be as

Status  19:56:59: New file "untitled” opened. . - - o
S shown in Figure 5.2, We can see
e that both of these are quite the

Fig 5. 1: Opening screen of Geany IDE in Ubuynty Linux  SaNC.

In this window, we type the |

e . , t—.l . - l l . . ie Ecit Search View Document Project 3Suid Tool: Hep
prc}é__)rdln 1 a e with the Nﬁ = B - :@ @A" N0 ‘_,w | Udﬁ " ; @%I ® =
. - Upe=a ave  Leve Lave o= 2ze orwe- Comale Lo
default name untitled. To ||, oo loawx|
open a new file, choose File |[[Frr % -
menu, then sclect New
option or click New button | d
. on the tolbar. |
L5
b. Saving the program | ama— n
. | I T ———
(-)]_']C(': a ﬁl{': 15 ()pe]_’lt‘_d, ertet ||| Sele oeee13: How Ae “untbed” oacnec.
. P
the C++ program and save |
. . . . Thic ic Gezny 1.21.
it with a suitable file namc =——

Fig. 3.2: Opening screen of Geany 1DE 1,24 in Windows OS

with extension .cpp. GCC
being a collectuon of compilers, the extension decides which compiler is to be
sclected for the compilation of the code. Therefore we have to specity the extension
without fail. Tf we give the file name before typing the program, GCC provides
different colours automatically to distinguish the types of tokens used in the program.
It also uses indentation to identfy the level of statements in the source code. We
will disuess the concept of indentation later.
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et us write a stmple program given as Program 5.1 and save with the name
welcome.cpp.

Program 5.1: A program to familiarise the IDE

// my first C++ program

#include<iostream>

using namespace std;

int main()

{
cout << "Welcome to the world of C++";
return 0;

} //end of program

The IDFE window after entering Program 5.1 1s shown in Figure 5.3. Observe the
diffrence in colours used for the tokens.

welcome.cpp - fhome/ubuntu/Desktop - Geany =2 (=)
File Edit Search View Document Project Build Tools Help
le ~ @ ~ E X @ RO -3 -

Symbols | * |welcome.cpp ®

¥ ¢ Functions 1 S/ my first C++ program (]
i 2 #include tre
a
- & main [4] =l using namespace std;
& oOther 4 int main()
@ std [3] 5 {
6 cout =< ° : d o -
. return 9;
8
9 -
4 L3
= g++ -Wall -c "welcome.cpp” ({in directory: /homejubuntu/Desktop)
Compiler Compilation finished successfully.

v

line:9 col:0 sel:0 INS TAB mode:Unix(LF) encoding:UTF-8 Filet...

Fig. 3.3: Program saved with a name in Geanv IDE

‘Lo save the program, choosc File menu and sclect Save option or use the keyboard
shortcut Ctrl+S. Alternatively the file can be saved by clicking the Save button in
the toolbar.

It 1s a good practice to save the program every now and then, just by pressing
Ctrl+S. L'his helps to avoid the loss of data duc to powet failures or duc to unexpected
system crrors. Once the program typing is completed, it is better to save the file
before compiling or modifying. Copying the files from the temporary volatile
primary memory to permanent non volatle secondary memory for storage 1s known
as saving the program.

-
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C++ program files should have a proper extension depending
upon the implementation of C++. Different extensions are

followed by different compilers. Examples are .cpp, .cxx, .cc,
.t

C. Compiling and linking the program

‘T'he next step is to compile the program and modify it if crrors are deteeted. For
this, choose Build menu and select Compile option. Alternatively we can also use
the Compile burton 4}6 . If there are some errors, those errors will be displayed
in the compiler status window at the bottom, otherwise the message Compilation
finished successfully will be displayed. (refer I'igure 5.3).

After successtul compilation, choose Build menu and select Build option for linking
or click the Build button ‘ in the toolbar. Now the program is ready tor
execuron.

D. Running/Executing the program

Running the program is the process by which a computer carries out the instructions
of a computer program. 1o run the program, choosc Build menu and sclect Execute
option. The program can also be exccuted by clicking the Execute button S in

the toolbar. 'The output will be displayed in a new window as shown in Figure 5.4.

geany_run_script.sh

Welcome to the world of C++

(program exited with code: O)
Press return to continue

Fig. 5.4: Output window
E. Closing the IDE

Once we have executed the program and desired ourput 1s obtamned, 1t can be closed
by selecting Close option trom File menu or by clicking the Close button X in the
active tab or in the title bar. Tor writing another program, a new file can be opened

by the New option from the File menu or by clicking the New button i_‘;J:lin the

tool bar. The key combination Ctrl+N can also be used for the same.
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After developing program, we can come out of Geany 11DH by choosing File menu
and selectung Quit option. The same can be achieved by clicking the Close button
ot the IDE window ot by using the key combination Ctrl+Q.

1. Write a program to print the message "SMOKING IS
INJURIOUS TO HEALTH" on screen.

2. Write a program to display the message "TOBACCO CAUSES

CANCER" on monitor.

Let us sum up

C++ was developed by Bjarne Stroustrup in eatly 1980s. C++ has its own
character sct. 'Lokens are the smallest unit of a program and are constituted by
onc or morc characters in C++. 'There are five types of tokens namely keywords,
identifiers, literals, punctuators and operators. Programs are written in computer
with the help of an editor. Software like GCC and Geany IDL provide facilites
to enter the source code in the computer, compile it and exccute the object code.

> .
? Learning outcomes

After the completion of this chapter the learner will be able to:

o list the C++ character sct.

e catcgorise various tokens.

o dentify keywords.

« write valid identfiers.

o classity various literals,

o identify the main components of Geany IDL.

o write, compile and run a simple program.
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Sample questions

Very short answer type

1.  Whatare the different types of characters in (C++ character set?
2. Whatis meant by cscape sequences?
3

Who developed C++7

4. Whatis mcant by tokens? Namc the tokens available in C++.
5. Whatis a character constantin C++7
6. Howare non-graphic characters represented in C++7 Give an example.

Why are the characters \ (slash}, ' (single quote), " (double quote) and ? {question
mark) typed using escape sequencese

8. Which escape sequences represent newline character and null characterr
9. Anescape sequence represents characters.

10. Which of the following are valid character/string constants in C++?

c anu’ "anu mine 'main's’ now

"char TN

11. Whatis a floating point constant? What are the different ways to represent a
floating point constant?

12, What are string-literals in C++7 What 15 the difference between character
constants and string literalsr

13. Whatis the extension of C++ program file used for runningr

14. l'ind out the invalid identifiers among the following, Give reason for their
invalidity
a) Principal amount b) Continuc  ¢) Arca  d) Datc-of-join  ¢) 9B

15. Alabelin C++ s
1) Keyword b) Identifict  ¢) Operator  d) Function

16. The following tokens are taken from a C++ program. Fill up the given table
by placing them at the proper places
{int, cin, %, do, =, "break",25.7,digit)

Kevwords Identifiers Literals Operators
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Short answer type

1. Write down the rules governing identifiers.

2. Whatare tokens in C++ 2 How many types of tokens are allowed in (C++rList
them.
3. Disdnguish between identifiers and keywords.

4. How arc integer constants represcented in C++7 Explain with examples.

[

What are character constants in C++7 [How are they implementedr
Long answer type

1. Briefly describe different types of tokens.

2. Hxplamn different types of literals with examples.

3. Briefly describe the Geany IDL and its important features.




' Key concepts

Concept of data types
C++ data types
Fundamental data types
Type modifiers
Variables

Operators

Arithmetic

Relational

Logical

Input/Cutout
Assignment

Arithmetic assignment
Increment and decrement
Conditional

sizeof

Precedence of operators
Expressions

o 00 ¢ 0 0O 00 o0

o Arithmetic
o Relational
o Logical

Type conversion

Statements

o Declaration

o Assignment

o Input /Output

Structure of a C++ program
o Pre-processor directives
o Headerfiles

o Concept of namespace
o The main(} function

o A sample program

Guidelines for coding

Data Types and
Operators

[ the previous chapter we familiarised ourselves
with the IDL used for the development of C++
programs and also learnt the basic building blocks
of C++ language. As we know; data processing
15 the main actuvity carried out in computers. All
programming languages give importance to data
handling, T'he input data is arranged and stored
in computers using some structurces. C++ has a
predefined template for storing data. The stored
dara 1s further processed using operators. C++
also makes provisions for users to define new data
types, called uscr-defined data types.

In this chapter, we will explore the main coneepts
of the C++ language like data types, operators,
expressions and statements in detail.

6.1 Concept of data types

Consider the case of preparing the progress card
of a student after an examination. We nced data
like admission number, roll number, name,
address, scores in different subjects, the grades
obtained m each subject, etc. l'urther, we need to
display the percentage of marks scored by the
student and the attendance in pereentage. Tf we
consider a case of scientific data processing, it
may require data in the form of numbers
representing the velocity of light (3x10° m/s),
acccleration  due to gravity (9.8 m/s), clectric
charge of an electron (-1.6X107") etc.
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From these cases, we can mfer that data can be of different types like character,
integer number, real number, string, etc. In the last chapter we saw that any valid
character of C++ enclosed m single quotes represents character data in C++.
Numbers without fractons represent integer data. Numbers with fractions
represent tloating point data and anything enclosed in double quotes represents a
string data. Since the data to be dealt with are of many types, a programming
language must provide ways and facilitics to handle all types of data. C++ provides
facilities to handle different types of data by providing data tvpe names. Data
types are the means to identty the nature of the data and the ser of operadons that
can be performed on the data. Various data tvpes are defined in C++ to differenaate
these data characteristics.

In Chapter 4, we used variables to refer data in algorithms. Variables are also used
in programs for referencing data. When we wtite programs in the C++ language,
vatiables ate to be declared before their use. Data types are necessary to declare
these variables.

6.2 C++ data types

C++ provides a rich ser of dara types. Based on nature, size and assoclated
operations, they are classified as shown in Figure 6.1. Basically, they are classified
into fundamental or built-in data types, derived data types and uscr-defined data
wpes.

C++ Data Types

User-defined Fundamental
Data Types Data Types

v

Integral

Derived
Data Types

v

Floating Point

Data Types Data Types

@

-

Fig 6.1 : Classification of C1 1 datu types

Fundamental data types

Fundamental data tvpes are defined in C++ compiler. They are also known as buile-
in data types. They are atomic in nature and cannot be further decomposed of. The
five fundamental data types in (++ ate char, int, float, double and void.
Among these, int and char comes under integral data type as they can handle
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only integers. The numbers with fractions (real numbers) are generally known as
floating type and are further divided into float and double based on precision
and range.

“

User-defined data types

(C++ is flexible enough to allow programmers to define their own data types.
Structure (struct), enumeration (enum), union, class, ete. are examples for such
data typces.

Derived data types

Derived data tvpes are constructed from fundamental data wpes through some
grouping or alteration in the size. Arrays, pointers, functions, cte. arc examples of
derived data types.

6.3 Fundamental data types

Fundamental data types are basic in nature. They cannot be further broken mto
small units. Since these are defined in compiler, the size (memory space allocated)
depends on the compiler. We use the compiler available in (GCC and hence the size
as well as the range of data supported by the data type are iven accordingly. Tt may
be different it vou use other compilers like Turbo C++ IDL. The five fundamental

data types are described below:

int data type (for integer numbers)

Integers arce whole numbers without a fractional part. They can be positive, zero or
negative, The keyword int represents integer numbers within a specific range. (GCC
allows 4 bytes of memory for integers belonging to int data type. So the range of
values that can be represented by int data type is from -2147483648 to
+2147483647. The data 1items 6900100, O, -112, '17 -32768, +32767, etc. are
examples of int data type. The numbers 2200000000 and -2147483649 do not
belong to int data type as they are out of the '111()\vcd range.

char data type (for character constants)

Characters are the symbols covered by the character set of the C++ language. All
letters, digits, special symbols, punctuations, cte. come under this category. When
these characters are used as data they are considered as char type data in C++. We
can say that the keyword ehar represents characeer literals of C++. Fach char
type data is allowed one byte of memory. T'he data items 24X, “+°, “\t',(0, cte.
belong to char data type. The char data type 1s internally treated as integers,
because computer recognises the character through its ASCII code. Character data
is stored 1n the memory with the corresponding ASCII code. As ASCII codes are
integers and need to be stored in one byte (8 bits), the range of char data type is
from -128 o +127.
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float data type (for floating point numbers)

Numbers with a fractional part are called floatng point numbers. [nternally, floating-
point numbers are stored in a manner similar to scientific notation. The number
47281.97 is expressed as 0.4728197 ¥ 10 in scientific notation. Lhe first part of the
number, 0.4728197 is called the manussa. The power 5 of 10 1s called exponent.
Computers typically use exponent torm (E #ofation) to represent floating-point
values. In I notation, the number 47281.97 would be 0.472819715. The part of the
number before the F is the mantissa, and the part after the R 1s the exponent. [n
(C++, the keyword £1leat is used to denote such numbers. GGCC allows 4 bytes of
memoty for numbers belonging to float data type. The numbers of this data

type has normally a precision of 7 digits.

double data type (for double precision floating point numbers)

In some cases, tfloatung point numbers require more precision. Such numbers are
represented by double data type. The range of numbers that can be handled by
float type is extended by this data type, because it consumes double the size of
float datm type. In C++, itis assured that the range and precision of double will
be at least as big as float. (3CC reserves 8 bytes tor storing a double precision
value. The precision of double data type 1s generally 15 digits.

void data type (for null or empty set of values)

The data type void is a keyword and it indicates an empty set of data. Obviously it
does not require any memory space. The usc of this data type will be discussed in
detail in Chapter 10.

The size of fundamental data types decreases in the order double, float, int
and char.

6.4 Type modifiers

Havce vou ever scen travel bags that can altet its size/volume to include extra bit of
luggage? Usually we don’t use that extra space. But the zipper attached with the bag
helps us to alter its volume either by increasing it or by decreasing, In C++ too, we
neced data types that can accommodate data of slightly bigger/smaller size. C++
provides data type modifiers which help us to alter the size, range or precision.
Modlifiers precede the data type name in the variable declaration. Iralters the range
ot values permitted to a data type by altering the memory size and sign ot values.

Important modificrs arc signed, unsigned, long and short.
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The exact sizes of these data types depend on the compiler and computer you are
using, It is guaranteed that:

* adouble is atleastas bigasa float.

* a long double is at least as big as a double.
Each type and their modifiers are listed in Table 6.1 (based on GCC compiler) with

their features.
Name Description Size Range
char Character I byte |signed:-128to 127
unsigned:0to 255
short int| Short Integer 2 bytes |signed:-32768 to 32767
(short) unsigned:0to 65535
int Integer 4 bytes |signed:-2147483648 to 2147483647
unsigned: 0to 4294967295
long int Long integer 4 bytes |signed:-2147483648 to 2147483647
(Long) unsigned: 0to 4294967295
+/-38 +/-38 1]
float Floating point number 4 bytes '3'4XI(_) to +3',4 x .10 Wlt ;
approximately 7 significant digits
doule Double precision 8 bytes -1.7 % '10+/'308 to +1' 7 .X' 10”’30.8 Wlth
floating point number approximately 15 significant digits
long . +/-4932 +/-4932 N\
double Long double precision | 5 bytes -3.4 x 10" to +3.4 x10"**** With
floating point number approximately 19 significant digits

Table 6.1: Data type and type modifiers

The values listed in Table 6.1 are only sample values to
give you a general idea of how the types differ. The
values for any of these entries may be different onyour
system.

6.5 Variables

Memory locations are to be identified to refer data. Variables are the names given
to memory locations. These are identifiers of C++ by which memory locations are
referenced to store or retrieve data. The size and nature of data stored in a variable
depends on the data type used to declare it. There are three important aspects for a
variable.




Downloaded from https:// www.studiestoday.com

i. Variable name

Ltis a symbolic name (idendfier) given to the memory locaton through which the
content of the location is referred to.

ii. Memory address

‘The RAM of a computer consists of collecdon of cells cach of which can store onc
byte of data. Every cell {or byte) in RAM will be assigned a unique address to refer
it. All the variables are connected to one or more memory locations in RAM. 'The
base address of a variable is the starting address of the allocated memory space. In
the normal situation, the address is given implicitly by the compiler. The address is
also called the L-value of a variable. In I'igure 0.2 the base address of the variable
Num is 1001,

iii. Content

"I'he value stored in the location is called the content of the variable. This is also
called the R-value of the variable. Type and size of the content depends on the data

type of the variable. 7001 1002 1003 1004

Ligure 6.2, shows the memory representation of a variable. Here 18

the variable name 1s Num and it consumes 4 bytes of memory at Num
memory addresses 1001, 1002, 1003 and 1004. The contentof  Fig 6.2 Memory

. . . . . - presentiall
thig vartable 1s 18. That 18 the T-pafwe of Hum 1s 1007 and the rz’;:: }ﬁafijz{;;f
R-value 1s 18,

6.6 Operators

Operators arc tokens constituted by predefined symbols that trigger computer to
carry out operations. The participants of an operation are called operands. An
operand may be either a constant or a variable.

For example, a+b triggers an arithmetic operation 1n which + {(addition) 1s the
opcerator and a, b arc operands. Operators in C++ are classificd based on vatious
criteria. Based on number of operands required for the operation, operators atc
classificd into three. They are unary, binary and ternary.

Unary operators

A unary operator operates on a single operand. Commonly used unary operators
R & J !

are unary+ (positive} and unary— (negative). These are used to represent the sign of

anumber. If we apply unary+ operator on a signed number, the existung sign will

not change. Tf we apply unary— operator on a signed number, the sign of the existing
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number will be negated. Txamples of the use | yvapjable | Unary+ | Unary-
of unary operators are given in Table 6.2, < . <
Some other examples of unary opcerators arc 3 3 -8
increment (++) and decrement (= =) operators. 0 0 0
Binary operators -9 -9 9
Binary operators operate on two operands. Tuble 6.2 : Unary operators

Arithmetc operators, relational operators,
logical operators, ctc. are commonly used binary operators.

Ternary operator

‘Lernary operator opetates on three operands. Lhe typical example is the conditional
operator (71 ).
‘T'he operations triggered by the operators mentioned above will be discussed in

-
]

detail in the coming sections and some of them will be dealt with in Chaprer 7.

Based on the nature of operation, operators are classified into anthmetic, relabonal,

logical, input/output, assignment, short-hand, increment/decrement, cte.

6.6.1 Arithmetic operators

Arithmetic operators are defined to perform basic arithmetic operations such as
addidon, subtraction, muldplication and division. The symbols used for this are +,
-, *and / respectively. C++ also provides a special operator, % (modulus operator)
tor getting remainder during division. All these operators are binary operators.
Note that + and = are used as unary operators too. The operands required for these
operations arc numeric data. The result of these operatdons will also be numeric.
Table 6.3 shows some examples of binary arithmetic operations.

Variable | Variable | Addition | Subtraction | Multiplication | Division
x v X + v X -y x * vy x/ vy
10 5 L5 5 50 2
=l 3 -3 -14 are) -3.666487
il =3 8 14 -33 -3.66667
=5l =100 -g0 -40 500 5

Table 0.3 : Arithmetic operators

Modulus operator (%)

The modulus operator, also called as mod operator, gives the remainder value
duting arithmetc division. 'Lhis operator can only be applied over integer operands.

i
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Table 6.4 shows some examples of modulus operaton. Note that the sign of the
result 1s the sign of the first operand. Here in the rable the first operand is x.

Variable Variable Modulus | Variable Variable Modulus
X ¥ Operation X Y Operation
x%y X%y
10 5 0 100 100 0
5 10 5 32 11 10
-5 11 -5 11 -5 1
5 -11 5 -11 5 =1l
-11 -5 =1 -5 -11 -5

Table 6.4 : Operations using Modulus operator

Check yourself

Arrange the [undamental data types in ascending order ol size.

The name given lo a storage location is known as
Name a ternary operator in C++,

Predict the output of the following operations if x =-5 and y =3
inttially:

a. —X t x+y
b. -y g2x%y
C. -X+-y hx/y
d -x-y i x *-y
e x%-11 jo X% -5

6.6.2 Relational operators

Relational operators are used for comparing numeric data. These are binary
operators. The result of any relational operation will be either True or False. In
C++, True is represented by Land False is represented by 0. 'There are six relational
operators in C++. They are < (less than), > (greater than), <= (less than or equal o), >=
(greater than or equal 10), == (equal t0) and V= (wot equal o). Note that equality checking
requires two cqual symbols (==). Some examples for the use of vatious relational

operators and their resules are shown in Table 6.5.
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m n m<n m>n m<=n | m>=n ml=n m==n
12 0 1 0 1 1
-7 1 0 1 0 1

4 4 0 0 1 1 0 1

Tuble 0.5 : Operations using Relational operators
6.6.3 Logical operators

Using relatonal operators, we can compare values. Examples are 3<5, num!=10,
cte. These compatison operations are called relational expressions in C++. In some
cascs, two or morce comparisons may need to be combined. Tn Mathematics we
may use expressions hke a>b>c¢. Burin C++ itis not possible. We have to separate
this into two, 2s a>b and b>c and these are to be combined using the logical operator
& &, ic. (a=b)&&(b>c). Lhe result of such logical combinations will also be cither
‘I'rue or False (1.c. 1 or 0). 'The logical operators arc && (logical AND), | | (logical
OR) and ¥ (logical NOT).

Logical AND (&&) operator

If two relational expressions Ll and [2 arc
combined using logical AND (&&) opcrator, the
result will be 1 (True) only if both K1 and H2 0
have values 1 (True). In all other cases the result 0 1 0
1
1

El E2 El&&E2

will be 0 (Ialse). The results of evaluation of &&
operation for different possible combinadon of
inputs are shown n Table 6.6.

= _ Table 6.6 : Logical AND
FHxamples: 10>5 & & 15<25 evaluates to 1 (True)

105 && 100<25 evaluates to 0 (False)

Logical OR (| | ) operator

If two rclational expressions El and F2 arc | El E2 El||E2
combined using logical OR (] |} operator, the 0 0 0
resultwill be O (I'alse) only if both Lil and 152 are 0 1 1
having value () (T'alsc). In all other cases the result y . .
will be 1 (1ruc). The results of cvaluadonof | |

operation for different possible combination of L L L
inputs are shown in Table 6.7. Table 6.7 : Logical OR

Examples: 10>5 | | 100<25 evaluates to 1{Ltuc)
10> 15 | | 100<90 evaluates to 0 (False)

_—
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Q ) ()
Logical NOT operator (!) E1l 1E1
This operator is used to negate the result of a relational 0 1
expression. ‘Lhis is a unary operation. The results of 0
cvaluation of 1 opcrator for different possible inputs arc
P p puts ¢ Table 6.5 -

shown in Table 6.8. Logical NOT

Example: [(100<2) evaluates to 1 (True)
1(100>2) evaluates to () (I'alse)

6.6.4 Input / Output operators

Usually mput operation requires user’s intervention. In the process of input
operation, the data given through the keyboard is stored in a memory location.
C++ provides >> operator for this operation. This operator is known as get from
or extraction operator. This symbol is consttuted by two greater than symbols.

Stmilarly in output operation, data is transferred from RAM to an outpur device.
Usually the monirtor is the standard output device to get the results directly. The
operator << is uscd for output operation and is called pat to or insertion opcrator.

It 1s constituted by two less than symbols.

6.6.5 Assignment operator (=)

When we have to store a value in a memory location, assignment operator (=) is
used. This 18 a binary operator and hence two operands are required. The first
operand should be a variable where the value of the second operand is to be stored.
Some examples are shown in rable 6.9.

Item Description
a=b "I'he value of variahle b is stored in a
a=3 ‘I'he constant 3 is stored in variable a

Table 6.9 : Assignment operator

We discussed the usage of the relational operator == in Section 6.6.2. Sec the
difference between these two operators. 1The = symbol assigns a value to a variable,

whereas == symbol compares two values and gives True or Ialse as the result.

6.6.6 Arithmetic assignment operators

A simple arithmertic statement can be expressed in a more condensed form using
arithmetic assignment operators. I'or example, a=a+10 can be represented as
a+=10. Here +=is an arithmetc assignment operator. This method is applicable
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to all arithmetic operators and they are Arithmetic Equivalent
shown in Table 6.10. The arithmetic assigment atithmetic
assignment operators in C++ are +=, ==, opetation opetation
*= /= %=."l'hcsc arc also km)wn as C++ % 4= 10 % = % + 10
short-hands. These are all binary operators

- ) ® —-= 10 ®x = x — 10
and the first operand should be a variable.
I - = = *
L'he use of these operators makes the two X 10 = = 10
operations {arithmetic and assignment) x /=10 |x=x /10
faster than the usual method. x %= 10 X =x % 10

Table 6.10 : C++ short hands
6.6.7 Increment (++) and

Decrement {—-) operators

Increment and decrement operators are two special operators in C++. These are
unaty opcerators and the operand should be a variable. 'These operators help keeping
the source code compact.

Increment operator (++)

This operator 15 used for incrementing the content of an integer vartable by one.
This can be written in two ways: ++x (pre increment) and x++ (post increment).
Both are equivalent to x=x+1 as well as x+=1.

Decrement operator (——)

As a counterpart of increment operatot, there is a decrement operator which
decrements the contentof an integer variable by onc. This operator is also used in
wo wavs: ——x (pre decrement) and x— - (post decrement). These are equivalent to
x=x-1 and x-=1.

The two usages of these operators are called prefix form and postfix form of
increment/decrement operation. Both the forms make the same cffect on the
operand variable, but the mode of operadon will be different when these are used
with other operators.

Prefix form of increment/decrement operators

I the prefix form, the operator is placed before the operand and the increment/
decrement operation is carried out first. The incremented/decremented value is
used for the other operations. So, this method is often called change, then use
mcthod.

Consider the variables a, b, ¢ and d with values a=10, b=5. If an opcration is
spectfied as c=++a, the value of a will be 11 and that of ¢ will also be 11. Fere the
value of a 1s incremented by 1 at first and then the changed value of a is assigned
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to ¢. Thatis why both the variables get the same value. Similarly, after the execunon
of d=--b the value of d and b will be 4.

Postfix form of increment/decrement operators

When increment/ decrement operation is petformed in postfix form, the operator
is placed after the operand. ‘The current value of the variable is used for the remaining
opetrations and after that the increment/decrement operation is cartied out. So,
this method is often called #se, then change method.

Consider the same variables used above with the same inidal values. After the
operation performed with c=a++, the valuc of a will be 11, but that of ¢ will be
10. Here the value of a 1s assigned to ¢ at first and then a is incremented by 1. 'That
18, before changing the value of a itis used to assign to ¢. Similarly, after the execution
of d=b—- the value of d will be 5 burt that of b will be 4.

6.6.8 Conditional operator(?:)

This 1s a ternary operator applied over three operands. The first operand will be a
logical expression (condition) and the remaining two are values. They can be
constants, variables or expressions. 'Lhe condition will be checked first and it itis
Lruc, the sccond operand will be sclected to get the value, otherwise the third
operand will be selected. Its syntax 1s:

Expressionl? ExpressionZ: Expression3
I.ctus sce the operaton in the following;

result = score>h0 ? 'p' : 'f!

If the value of score is ereater than 50 then the value "p ' is assiencd to the
g g

variable result, else value ' £ isassigned to result. More about this operator
will be discussed in Chapter 7.

6.6.9 sizeof operator

The operator sizeof is a unary compile-time operator that returns the amount
of memory space in bytes allocated for the operand. ‘The operand can be a constant,
a variable or a data type. The syntax followed is given below:

» sizeof (data type)

¢ sizeof wvariable name

o =zizeof constant

It is to be noted that when data type is used as the operand for sizeof operator,
it should be given within a pair of parentheses. For the other operands parentheses

are not compulsory. Table 0.11 shows different forms of usages ot sizeof operator.
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Item Description

sizeof (int) | Gives the value 4 (In GCC, size of int data type is 4 bytcs)

sizeof 3.2 | Returns 8 (A floating point constant will be taken as doub1e type data)

sizeof p; If pis float type variable, it gives the value 4.

Tuble 6.11; Various usages of sizeof operator
6.6.10 Precedence of operators

Let us consider the case where different operators are used with the required
operands. We should know in which order the operations will be carried out. C++
gives priotity to the operators for execudon. During evaluadon, pair of parenthescs
1s given the first priority. If the expression 18 not parenthesised, it 1s evaluated
according to the predefined precedence order. The order of precedence for the
operators is given in ‘lable 6.12. In an expression, it the operators of the same
priority level occur, the precedence of execution will be from Ieft to right in most

of the cases.

Priority Operations

1 { ) parentheses

2 ++, ——, ! , Unary+ , Unary —, sizeof

3 |* (multplcation), / (division), % (Modulus})
4 |+ (addition), - {(subtraction)

5 < (lcss than), <= (Icss than or cqual to), > (greater than), >= (greater than or
equal to)

6 |==(equalto), ! = (nolequal t0)

7 |a&(logical ANDY)

8 | | (logical OR})

9 |7 : (Conditional cxpression)

10 [=(Assignment operator). *=, /=, %=, +=, —={(arithmetic assignment operators}

11 |, (Comma)

Tuble 6.12; Precedence of operutors
Consider the variables with values: a=3, b=5, c=4, d=2, x
After the operations specifiedinx = a + b * ¢ - 4, the value in x will be 21.
Here * (muldplicadon) has higher priority than + (addition) and - (subtractomn).
Therefore the variables b and ¢ are mulaplied, then that result1s added to a. From
that result, d is subtracted to get the final result.

_—
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It 18 iImportant to note that the operator priority can be changed in an expression as
per the need of the programmer by using parentheses { ). l'or example, it a=5,
b=4, c=3, d=2 then the result of a+b-c*d will be 3. Suppose the programmer
wants to perform subtraction first and then the addition and muldplication, you
need to use proper parentheses as (a+(b-c) ) *d. Now the ourput will be 12. For
changing operator priority, brackets [] and braces { } cannot be used.

The operator precedence may be different for different types
of compilers. Turbo C++ gives higher precedence to prefix
increment / decrement than its postfix form.

For example, if a is initially 5, the values of b and a after b=a++ +
++a are 12 and 7 respectively. This is equivalent to the set of statements
a=a+1 (prefix expansion), b=a+a, and a=a+l (postfix expansion).

6.7 Expressions

An expression 1s composed of operators and operands. The operands may be
cither constants or variables. All expressions can be evaluated to get a result. This
result s known as the value returned by the expression. On the basis of the operators
used, expressions are mainly classified into arithmetic expressions, relational
expressions and logical expressions.

6.7.1 Arithmetic expressions

An expression in which only arithmetic operators are used 1s called arthmetic
expression. The operands are numeric data and they may be variables or constants.
‘Lhe value returned by these expressions is also numeric. Arithmetic expressions
arc further classified into integer expressions, floating point (real) expressions and
CONSLANT €XPressions.

Integer expressions

If an anthmetic expression containg only mteger operands, it s called nteger
expression and it produces an integer resulr after performing all the operations
given in the expression. lor example, it x and y are integer variables, some integer
expressions and their results are shown in Lable 6.13. Note that all the above
expressions produce integer values as the results.

X v |x+v |x /v -Xx + x * vy 5 +x / ¥y x % v
5 2 7 2 5 7 1
& 3 9 2 12 7 0

fable 6.13: Integer expressions and thelr resulis
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Floating point expressions (Real expressions)

An arithmetic expression that is composed of only floating point data is called
floating point or real expression and it returns a floating point result after performing
all the operations given in the expression. Table 6.14 shows some real expressions

and their results, assuming that x and v are tloating point variables.

X vix+vyv|[x/v|-x+x*y¥y 5+ x /¥ x *x /v

5.0(2.0 7.0 2.5 5.0 7.5 12.5
6.013.0 .0 2.4 12.0 7.0 12.0

Table 6.14: Floating point expressions and their results
It can be seen that all the above expressions produce floating point values as the
results.

In an arithmetic expression, if all the operands are constant values, then it 1s called
constant expression. T'he cxpression 20+5/2.01s an example. 'I'he constants like

15, 3.14, "A are also known as constant expressions.
6.7.2 Relational expressions

When relational operators are used m an expression, 1t 1s called relational expression
and it produces Boolean type results like True (1) or 1'alse (00). In these expressions,
the operands are numeric data. Let us see some examples of relational expressions
inl'able 6.15.

b4 v X > ¥ X == ¥ xty '=y |x-2 == y+l|x*y == 6*y
5.012.0]1 {True) |0 (False)ll {(True)| 1 (True) 0 {(False)
B 1310 {False)i| 0 (False)| l {(True)| 0 (False) 1 {True)

Tuble 6.15: Relational expressions and their results
We know that arithmetic operators have higher priotity than relational operators.
So when arithmetic expressions are used on cither side of a relational operator,
arithmetic operations will be carried out first and then the results are compared.
The table conrains some expressions in which both arithmetic and reladonal operators
arc involved. Though they conrain mixed type of operators, they arce called relational
expressions since the final result will be either Truc or False.

6.7.3 Logical expressions

Logical expressions combine two or more relational expressions with logical
opcerators and produce cither ‘T'rue ot Falsc as the result. A logical expression may
contain constants, variables, logical operators and relational operators. let us see
some examples i Table 6.16.

——
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x Yy | x>=y && x==20 | x==5|y==0 |x==y && y+2== ! (x==vy}
5.0(2.0 0 (False) 1 (True) 0 (False) 1 (True)
20 | 13 1 {(True) 0 (False) 0 {(False) 1 (True)

Tuble 0.16: Logical expressions and their results

As seen 1n Table 6.16, though some expressions constst of arithmenc and relagonal
operators in addition to logical operators, the expressions are considered as logical
expressions. This is because the operation cartied out at last will be the logical
operadon and the result will be either Truc or False.

Check yourself

1. Predict the output of the following operations if x=5 and y=3.

a. x>=10&& y>=4 c. x>=1|y>=4

b, x>=1&& y>=3 d. x>=1]y>=3
2. Predict the output if p=5, =3, 1r=2

a. +p-q¥r/2 c. p-g-r*2+p

b. p*q--tr d. pr=5*q+r¥r/2

6.8 Type conversion

As discussed earlier arithmetic expressions are of two types, integer expressions
and real expressions. In both cases, the operands mvolved in the arithmetic operation
arc of the same data type. But there are situations where ditferent types of numeric
data may be involved. For example in C++, the integer expression 5 /2 gives 2 and
the real expression 5.0/2.0 gives 2.5. But what will the resultof 5/2.0 or 5.0/2 ber
Conversion techniques are applied in such situations. The data type of one operand
will be converted to another. It is called type conversion and can be done in two
ways: implicitly and explicidy.

6.8.1 Implicit type conversion (Type promotion)

Implicit type conversion is pertormed by C++ compiler internally. In expressions
where different types of data arc involved, C++ converts the lower sized operands
to the data wpe of highest sized operand. Since the conversion 1s akways from
lower type to higher, itis also known as type promotion. Dara types in the decreasing

order of size arc as follows: long double, double, float, unsigned long,
long int and unsigned int / short int. lhe type of the result will also
be the tvpe of the highest sized operand.
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For example, the expression 5/ 2 * 3 + 2.5 gives the result 8.5. The evaluation
steps ate as follows:

Sepl: 5/2—=> 2  (Integer division)

Step2: 2¥3 6 (Integer multiplication)

Step 3 6+ 25— 8.5 (Tloating point addition, 6 is converted into 6.0)

6.8.2 Explicit type conversion (Type casting)

Unlike implicit type conversion, sometimes the programmer may decide the data
type of the result of evaluation. This 1s done by the programmer by specifying the
data type within parentheses to the left of the operand. Since the programmer
explicitly casts a data to the desired type, 1t1s known as explicit type conversion or
type casting. Usually, type castng 1s applied on the vanables 1 the expressions.
More examples will be discussed in Section 6.9.2.

6.9 Statements

(Can you recolleet the learning hierarchy of a natural language? Alphabet, words,
phrascs, sentences, paragraphs and so on. In the learning process of C++ language
wc have covered character set, tokens and expressions. Now we have come to the
stage where we start communication with the computer sensibly and meaningfully
with the help of statements. Statements are the smallest exccutable unit of a
programming language. (:++ uses the symbol semicolon { ;7 ) as the delimiter of a
statement. Different types of statements used in (C++ are declaration statements,
assignment statcments, Input statements, output statements, control statements cte.
Lach statement has its own purposc in a (C++ program. All these statements except
declaration statements arc executable statements as they possess some operations
to be done by the computer. Exccutable statements are the instructions to the
compurter. The exccution of control statements will be discussed in Chapter 7. Let
us discuss the other statements.

6.9.1 Declaration statements

Hvery user-defined word should be defined in the program before it is used. We
have seen that a variable 15 a user-defined word and 1t 1s an identifier of a memory
location. 1t must be declared 1 the program before 1ts use. When we declare a
variable, we tell the compiler about the type of data that will be stored n it. The
syntax of varable declaration 1s:

data type <variablel>[, <variable2>, <variable3>,...];

‘The data_type in the syntax should be any valid data type of C++. The syntax
shows that when there are more than one variables in the declaration, they arc
separated by comma. The declaration statement ends with a semicolon. Typically,
variables are declared cither just betore they are used or at the beginning of the
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program. In the syntax, everything eiven inside the symbols [ and | are optional.
‘Lhe following statements arc examples for variable declaration:
int rollnumber;

double wgpa, avg score;

‘T'he first statement declares the variable rollnumber as int type so that it will be
allocated four bytes of memory (as per GCC) and it can hold an integer number
within the range from -2147483648 to +2147483647. "I'he sccond statement defines
the 1dentifiers wogpa and avg score as variables to hold data of double type.
Lach of them will be allocated 8 bytes of memory. The memory is allocated to the
rartables during the compilation of the program.

Variable initialisation

We saw, In Section 0.5, that a variable is associated with two values: L-value (its
address) and R-valuc (its content). When a variable is declared, a memory location
with an address will be allocated forit. What will 1ts content be? [t1s notblank or
or spacc! If the variable is declared with int data type, the content or R-value will
be any integer within the allowed range. [But this number cannot be predicted or
will not always be the same. So we call it garbage ralne. When we store a value into the
variable, the existing content will be replaced by the new one. The value can be
stored in the variable either at the time of compiladon or execution. Supplying
value to a variable at the time of its declaration is called variable initialisation.
This value will be stored in the respective memory location during compile-time.
‘L'he assignment operator (=) is used for this. It can be done in two ways as given
below:
data type wvariable = wvalue;

OR

data type variable(value)

The statements: int xyz =120; and int xyz (120) ; are examples of variable
initialisation statements. Both of these statements declare an integer variable xyz

and store the value 120 1n it as shown in Figure 6.3.

More examples are: 120
float wval=0.12, b=5.234; xyz
char k="A'; Fig. 6.3: Variahle

initiafisalion

A variable can also be ininalised during the execution of the
program and is known as dynamic initialisation. ‘T'his is donc by
assigning an expression 1o a variable as shown mn the following statements:

float preoduct = x * y;
float interest = p*n*r/100.0;




Downloaded from https:// www.studiestoday.com

6. Data Types and Operators

In the first statement, the varable product 1s intbalised with the product of the
values stored in x and y at runume. In the second case, the expression
p*n*r/100.0 is evaluated and the value returned by it will be stored in the variable
interest.

Note that duting dynamic inidalisadon, the variables included in the expression at
the right of assignment operator should have vahid data. Otherwise 1t will produce
unexpected results.

const - The access modifier

Itis a good pracuce to use symbolic constants rather than using numeric constants
directly. Tor example, we can use symbolic names like Pi instead of using 22.0,/7.0
ot 3.14. The keyword const is used to create such symbolic constants whosce value
can never be changed during execution. Consider the following statement:

float pi=3.14;

‘L'he floating point variable pi is initialised with the value 3.14. The content ot pi
can be changed during the executon of the program. But if we maodify the declaratdon
as: const fleoat pi=3.14;

the value of pi remains constant (unaltered) throughout the execuuon of the
program.'L'he read/ wtite accessibility of the variable is modified as read only. "Lhus,
the const acts as an aceess modificr.

During software development, larger programs are developed
using collaborative effort. Several people may work together on
different portions of the same program. They may share the same
variable. In these situations, there may be occasions where one
may modify the content of the variable which will adversely affect other
person's cading. In these situations we have to keep the content of variables
unaffected by the activity of others. This can be done by using 'const’.

6.9.2 Assignment statements

When the assignment operator (=) 1s used to assign a value to a variable, it forms an
assignment statement. It can take any of the following syntax:

variable = constant;

variablel = wvariahkhleZ;
variable = expressicn;
variable = function{};

In the third case, the result of the expression s stored in the variable. Similarly, in
the fourth case, the value returned by the functon is stored. The concepr of functions
will be discussed in Chapter 10.
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Some examples of assignment statements are given below:

A = 15; b = 5.8;
c = a + b; c =a * b;
d = (a + b)*{c + d); r = sgrt{lh5);

In the last example, sqrt () is a function that assigns the square root of 25 to the

variable r.

‘Lhe left hand side (LHS) of an assignment statement must be a variable. During

executon, the expression at the right hand side (RHS}) is evaluated first. The result

is then assigned (stored) to the variable at TLHS.

Assignment statement can be chamed for domng mulrple assignments at a time. lor

instance, the statement x=y=z=13; assigns the value 13 n three varables in the

ordet of z, y and x. "The vatiables should be declared before this assignment. If we
assign a value to a variable, the previous value in it, if any, will be replaced by the
new value.

Type compatibility

Duting the exccution of an assignment statement, if the data type of the RHS

expression is different from that of the TLHS variable, there are two possibilitics.

«  The size of the data type of the varnable at LIS 18 higher than that of the
variable or expression at RHS. In this case data type of the value at RHS is
promoted (type promotion) to that of the vatiable at LHS. Consider the
following code snippet:

int a=5, b=2;

float p, q;
p = b;
q=a / p:

Here the data type of b is promoted to float and 2.0 is stored in p. When
the expression a/p s evaluated, the resultwill be 2.5 due to the type promonon
of a. So, g will be assigned with 2.5.

o Lhe second possibility is that the size of the dara type of LHS variable is
smaller than the size of RHS value. In this casc, the hlg,hu: order bits of the
result will be truncated to fit in the variable locadon of T.HS. "The following
code llustrates this.

float a=2.6;

int p, g
P = a;
g =a * 4;

Here the value of p will be 2 and that of g will be 10. "The expression a* 4 is
evaluated to 10.4, but g being int type it will hold only 10
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Programmer can apply the explicit conversion technique to get the desired results
when there are mismatches in the data types of operands. Consider the following
code scgment.

int p=5, g=2;

float x, v;

x = p/a;

vy = (x+p}/q;
After executing the above code, the value of x will be 2.0 and that of v will be 3.5.
The expression p/q betng an integer expression gives 2 as the resultand 1s stored in
x as floating poimnt value. In the last statement, the pair of parentheses gives priotity
to x+p and the result will be 7.0 duc to the type promotion of p. Lhen the result
7.0l be the first operand for the division operation and hence the resultwill be
3.5 since gis converted into £loat. 1f we have to get the floating point result from
p/ g to stote in x, the statement should be modified as x=(float)p/q; orx=p/
(float)q; by applying type casting.

6.9.3 Input statements

Input statement is a means that allows the uscr to store data in the memory during
the execution of the program. We saw that the get from or extraction opetator
(>>) specitics the input operation. 'The operands required for this operator are the
input device and a locadon in RAM where data is to be stored. Keyboard being a
standard console device, the stream (sequence) of data 1s extracted from the
keyboard and stored in memory locations idenuafied by variables. Since C++ isan
object oriented language, keyboard is considered as the standard input stream device
and is 1dentified as an object by the name ein (pronounced as “see ). The simplest
form of an inpur statement is:

streamobject >> wvariable;

Since we use keyboard as the input device, the streamobject in the syntax will
be substtuted by cin. The operand after the >> operator should strictly be a
vatriable. or example, the following statement reads data from the keyboard and
stores in the variable num,

0000
cln >> nuam; o100

Extraction
Object Operator

Variable num

Figurc 6.4 shows how
data is extracted from

[—>[ N D e

o E

Fig 6.4 © Input procedure in C++

kevboard and stored in

the variable.

_—
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6.9.2 Output statements

Output statements make the results available to users through any ourput device.
The put to ot insertion operator (<<) is used to specify this operaton. The operands
in this case are the output device and the data for the output. "The syntax of an
output statcment is:

streamobject << data;
‘The streamobject may be any output device and the data may be a constant, a
variable or an expression. We use monitor as the commonly used output device
and C++ 1dentfies it as an object by the name cout (pronounced as “see out’).
The tollowing are some examples of outpur statement with monitor as the output
device:

cout << num;

cout << “hello friends”;

cout << num+12;

The first statement displays

the content of the variable ! 0000
o100

num. The second statement

. . Insertion
displays the string constant | Object Operator [
"hello friends™ and the [“’“f ]‘—[ 14 ]m """"
last statement shows the value E

returned by the expression
num+12 (essuming that num
coniains numertc value). Figure 6.5 shows how data 1s inscrted into the output stream

Variable num

Fig. 6.5: Output procedure in C++

object (monitot) from the memory location num.

The tokens cin and cout are not keywords. They are predefined
words that are not part of the core C++ language, and you are
allowed to redefine them. They are defined in libraries required
by the C++ language standard. Needless to say, using a
predefined identifier for anything other than its standard meaning can
be confusing and dangerous and such practice should be avoided. The
safest and easiest practice is to treat all predefined identifiers as if
they were keywords.

Cascading of 1/0 operators
Supposc you want to input three values to different variables, say x, y, and 7. You
may use the following statements:

cinzzx;
cin>>vy;

cin>>z;
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But these three statements can be combined to form a single statement as given
below:
Cin>>x>>y>>7;

The mulaple use of input or output operators in a single statement 15 called
cascading of I/O operators. In the usc of cascading of input operators, the values
input are assigned to the variables from left to right. In the example cin>>x>>y>>z;
the first value is assigned to x, the second to v and the third to z. While entering
ralues to the varables x, y and z during execution the values should be separated
by spacc bat, tab, or carriage return.

Similarly, if youwant to display the contents of different vatiables (say x, v, z}, use
the following statement:
CoOUL<CHILy<<E;

If variables, constants and expressions appear together for output operations, the
above technigue can be applicd as in the following example:
cout<<"The number 1is "<<z;

While cascading output operators, the values for the output will be retrieved from
right to left. Consider the code fragment given below:
int x=5;

cont<<R<< AN <<++x;
‘Lhe output of this code will be: G G

Itwillnothe: 5 0
Itis to be noted that both << and >> operators cannot be used in a single statement.

In the statement x=y=2z=5; the = operator 1s cascaded. Here also the cascading is
from right to left.

6.10 Structure of a C++ program

We are now in a position to solve simple problems by using the statements we
discussed so far. But a set of statements alone does not constitute a program. A
C++ program has a typical structure. Itis a collecuon of one or more functons. A
function means the set of mstructions to perform a particular task referred to by a
namge. Since there can be many functions in a C++ program, they are usually
identified by unique names. 'I'he most essential function needed for every C++
program is the main () function.

_—
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‘T'he structure of a simple C+ + program is given below:

finclude <header file>
using namespace identifier;
int main{)

{

statements;

return 0;

}

The first line is called preprocessor directive and the second line is the namespace
statement. ‘Lhe third line is the function header which is followed by a set of
statements enclosed by a pair of braces. et us discuss cach of these parts of the
program.

6.10.1 Preprocessor directives

A C++ program starts with pre-processor directves. Preprocessors are the compiler
directive statements which give instruction to the compiler to process the
information provided before actual compilation starts. Preprocessor directives are
lines included in the code thatate not program statements. These lines always start
with a # (hash) symbol. The pre-processor directive #include is used to link the
header files available in the C++ library by which the facilities required in the
program can be obtained. No semicolon (5) is needed at the end of such lines.
Scpatate #include statements should be used for different header files. There are

some other pre-processor directives such as #define, #undef, erc.

6.10.2 Header files

[ leader Ales contain the nformanon about functions, objects and predefined derved
data types and they are available along with compiler. There are a number of such
tiles to support C++ programs and they are kept in the standard library. Whichever
program requires the support of any of these resources, the concerned header file
18 to he included. For example, if we want to use the predefined objects cin and
cout, we have to use the following statement at the beginning of the program.

#include <lostreams>

The header file iostream contains the informaton about the objects cin and
cout. Liventhough header files have the extension . h, it should not be specified for
(G CCL But the extension is essential for some other compilers like ‘Turbo C++ IDL.
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6.10.3 Concept of namespace

A program cannot have the same name for more than one identifier (variables or
functions) in the same scope. L'or example, in our home two or more persons {(or
even living beings) will not have the same name. If there are, it will surely make
conflicts in the identity within the home. So, within the scope of our home, a name
should be unique. But our neighbouring home may have 4 person {or any living
being) with the same name as that of one of us. It will not make any confusion of
identity within the respective scopes. But an outsider cannot access a particular
person by simply using the name; but the house name is also to be mentioned.

The concept of namespace 1s similar to a house name. Different idenufiers are
assoclated to a particular namespace. It is actually a group name in which each item
is unique in its name. User is allowed to create own namespaces for variables and
funcdons. We can usc an identificr to give name to a namespace. The keyword
using technically tells the compiler about a namespace where 1t should search for
the elements used in the program. In C++, std is an abbreviation of 'standard'
and it is the standard namespace in which cout, cin and alot of other objects arce
defined. So, when we want to use them in a program, we need to follow the format
std::coutand std: :cin. This kind of explicit referencing can be avoided with
the statement using namespace std; in the program. In such a case, the compiler
scarches this namespace for the clements cin, cout, endl, etc. So whenever the
computer COMEs actoss cin, cout, endl or anything of that matter in the program,
it will read 1t as std::cout, std::cin or std: :endl.

The statement using namespace std; doesn't really add a function, it is the
g B b »
#include <iostream> that "loads" cin, cout, endl and all the like.

6.10.4 Themain () function

Hyery C++ program consists of a function named main (). The execution starts at
main{) andends withinmain (). If we use any other funcdon in the program, it is
called (or invoked) frommain (). Usually a dara type precedes themain () andin
GCC, it should be int.

‘I'he function headermain () 1s followed by its body, which is a set of onc or more
statements within a pair of braces { }. This structure is known as the definigon of
themain () function. Liach statement is delimited by a semicolon (; ). The statements
may be cxccutable and non-executable. ‘The exccutable statements represent
instructons to be carried out by the computer. The non-executable statements are
intended for compiler or programmer. They are informative statements. The last
statement 1n the body of main () is return 0;. Liven though we do not use this

statement, 1t will notmake any error. Its relavance will be discussed in Chapter 10
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C++isa free form language in the sense thatit is not necessary to write each statement

in new lines. Also a single statement can take more than one line.

6.10.5 A sample program

I.ct us look at a complete program and familiarise oursclves with its featur
detail. "L'his program on execution will display a text on the screen.

L)
[#7]
7
=
-

#include <iostream>
using namespace std;
int main{)

{
cout<<"Hello, Welcome to C++";

return 0;

1
‘I'he program has seven lines as detailed below:

Linc 1: The preprocessor directive #include is used to link the header file
iocstream with the program.

Iinc 2: T'he using namespace statement makes available the identficr cout in
the program.

Line 3: 'The header of the essendal function fora C++ program, i.c., int main ().

Linc4: An opening brace { that marks the beginning of the instruction sct
(program).

Line 5: An output statement, which will be exceuted when we run the program, to
display the text "Hello, Welcome to C++" onthe monitor. The header
file iostreamis mcluded in this program to use cout in this statement.

Linc 6: 'T'he return statement stops the exccuton of themain () function. This

statement 1s optonal as farasmain () s concerned.
Linc 7: A closing brace } that marks the end of the program.
6.11 Guidelines for coding

A source code looks good when the coding is legible, logic is communicative and
crrors if any arc casily detectable. Thesce features can be experienced if certain styles
arc followed while writing programs. Some guidclines are discussed in this scetion

o write stylistic programs.
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Use suitable haming convention for identifiers

Suppose we have to calculate the salary for an employee after deductions. We may
codeitas: A =B - C;

where & is the net salary, B the total salary and C total deduction. The variable
namgcs A, B and C do not reflect the quantitics they denote. Tf the same instruction
1s expressed as follows, it would be better:

Net salary = Gross salary - Deduction;

The vartable names used in this case help us to remember the quantity they possess.
They readily reflect their purpose. These kinds ot identifiers are called mnemonic
names. ''he following points are to be remembered in the choice of names:

»  Choose good mnemeonic names tor all variables, functions and procedures.
¢.g avg _hgt, Roll No, emp_code, SumOfDigits, ctc.

o Usestandardized prefixes and suffixes for related vartables.
e.g numl, num2, num3 for three numbers

o Assign names to constants in the beginning of the program.
cg float PI = 3.14;

Use clear and simple expressions

Some people have a tendency to reduce the execution ime by sacrificing simplicity.
‘T'his should be avoided. Consider the following example. 'To find out the remainder
after division of x by n, we can code as: vy = x-(x/n) *n;

The same thing 15 achieved by a simpler and more elegant piece of code as shown
below:

vy = x % n;
So it is better to use simpler codes in programming to make the program motc
simple and clear.

Use comments wherever needed

Comments play a very important role as they provide internal documentation of a
program. They are lines in code that are added to describe the program. They are
ignored by the compiler. 'There are two ways to write comments in C++:

Single line comment: The characters // (two slashes) is used to write single line

comments. The text appearing after // in a line is treated as a comment by the
C++ compiler.

Multiline comments: Anvthing written within /* and */ is treated as conument
so that the comment can take any number of lines.

_-—
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Bur care should be taken that no relevant code of the program is included accidently
inside the comment. The following points are to be noted while commenting:

o Always insert prologues, the comments in the beginning of a program that
summariscs the purpose of the program.

e  Comment cach variable and constant declaration.

«  Use comments to explain complex program steps.

o Itis better to include comments while writing the program itself.

o Write short and clear comments.

Relevance of indentation

In compurer programming, an indent style is a conventon governing the indentation
L . - L -

ot blocks of code to convey the program’s structure, for good visibility and better

clarity. Anindentation makes the statements clear and readable. Tt shows the levels

of statements in the program.

The usage of these guidelines can be ohserved in the programs given in the next
section.

Program gallery

Letus now write programs to solve some problems following the coding guidelines.
‘The call-outs given are not part of the program. Program 6.1 displays a message.

Program 6.1: To display a message

/* This program displays the message

"Smoking is injurious to health’
on the monitor */ Multiline comment

#include <iostreamh> // To use the cout object
using namespace std; // To access cout

int main() //program begins here —— Single line comment

{ //The following output statement displays a message
cout << "Smoking 1s injurious to health";
return 0;

} //end of the program

On executing Program 6.1, the output will be as follows:

Smoking is injuricus to health

More illustrations on the usage of indentation can be seen in the examples given in
Chapter 7.
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Program 6.2 accepts two integer numbers from the user, finds 1ts sum and displays
the result.

Program 6.2: To find the sum of two integer numbers

#include <iostream>

using namespace std;

int main)

{ //Program hegins

/* Two variables are declared to read user inputs and the
variable sum is declared to store the result

*/
int numl, num?, sum;
cout<<"Enter two numbers: "; //Prompt for input
cinzrnuml>>num? ; //Cascading to get two numbers

sum=numl+num2 ; //Assignment statement to find the sum
cout<<"Sum of the entered numbers = "<<sum;

/* The result is displayed with proper message.

Cascading of output operator is utilized Ly
return 0;

}

A sample output of Program 6.2 is given below: User inputs

Enter two numbers: 5 7 - |separated by spaces

Sum of the entered numbers = 12
Let us consider another problem. A student is awarded with three scores obtained
in three Continuous Fvaluadon (CE) actvides. 'The maximum scote of an activity
18 20. Find the average score of the student.

Program 6.3: To find the average of three CE scores

finclude <iostream>
using namespace std;
int mainf{)
{
int score 1, score 2, score 3;
float avy;
//Bverage of 3 numbers can be a floating point wvalue

cout << "Enter the three CE scores: 8

cin »>> score 1 »>> score 2 >> score 3;
avg = (score 1 + score 2 + score 3) / 3.0;
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/* The result of addition will be an integer value., If 3
is written instead of 3.0, integer division will be
performed and will not get the correct result */

cout << "Average CE score is: " << avyg:;

return O;

}

Program 6.3 gives the following output for the CH scores 17,19 and 20.
Enter the three CE scores: 17 19 20
Lverage CE score is: 1B.E6G66666

The assignment statement to find the average value uses an expression to the right
of assignment operator (=). This expression has two + operators and one / operator.
'The precedence of / over + is changed by using parentheses for addition. ‘Lhe
opcrands for the addition operators are all int type data and hencee the resule will
be an mnteger. When this integer result 1s divided by 3, the ourput will again be an
integer. If it was so, the ourput of Program 0.3 would have been 18, which is not
accurate. Hence floating point constant 3.0 is used as the sccond operand for /
operator. Tt makes the integer numerator £1loat by type promoton.

Supposc the radius of a circle 'r' is given and you arc requested to compute its arca
and the perimeter. As you know;, area of a circle 15 calculated using the formula
zt? and petimeter by 27, where © = 3.14. Program 6.4 solves this problem.

Program 6.4: To find the area and perimeter of a circle for a given radius

#inzlude <icsZream>
using narsspzace std;

It mairni;
corsT f_oat 2I = 22.0/7; //Use ¢ ccnst zccess medifiex
Zlcat rzdius, zrez, perimeter;
cout<<"Enter the zadius oI the circle: "; Escape sequence
cin>>radius; ‘AR’ prinls a new

line afler displaving

= * e ks g
area PI racius radias; the value of Area

perimeter = 2 * PZ * radlius;

coLt<<"Arez of the circle = "<<zrez<<"\n";
cort<<"2erimeter of the circle = "<<gerimeter;
return I;

A sample output of Program 6.4 is as follows:
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Enter the rzdiusz oZ the circ_e: 2.5
Zrez 0 the circle = 19.6428E7
Serimoter of tho cizegle = 25.714285

‘Lhe last two output statements of Program 6.4 displays both the results in separate
lines. "The escape sequence character "\n* brings the cursor to the new line before
the last ourput statement gets executed.

I.et us develop another program to find simple interest. As vou know, principal
amount, rate of interest and period are to be given as input to get the result.,

Program 6.5: To find the simple interest

#include <iostream>
using namespace std;
int main ()

{
fleat p Amount, n Year, 1 Rate, int Amount;
cout<<"Enter the principal amount in Rupees: ";
cin>»>p Amount;
cout<<"Enter the number of years for the deposit: ™;
cin>>n Year;
cout<<™Enter the rate of interest in percentage: *;
cin>>1 Rate;
int Amount = p Amount * n Year * 1 Rate /100;
cout << "Simple interest for the principal amount "
<< p_ Amount<<" Rupees for a period of "<<n Year
<<" years at the rate of interest "<<i rate
<<"™ 1s "<<int Amount<<™ Rupees”;
return 0;
}

A sample output of Program 6.5 is given below:

Enter the principal amount in Rupees: 100
Enter the number of vyears for the deposit: 2
Enter the rate of interest in percentage: 10

Simple interest for the principal amount 100 Rupees for a
period of 2 vears at the rate of interest 10 is Z0 Rupees
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‘Lhe last statement in Program 6.5 is the output statement and it spans over four

lines. Note that there 18 no seti colon at the end of each line and s0 it 1s considered
a single statement. On execution of the program the result may be displaved in
multiple lines depending on the size and resolution of the monitor of your computet.

Program 6.6 solves a temperature conversion problem. The temperature in degree
celstus will be given as mput and the output will be its equivalent in fahrenheit.

Program 6.6: To convert temperature from Celsius to Fahrenheit

#include <logstream>
using namespace std;
int main()

{
float celsius, fahrenheit;
cout<<"Enter the Temperature in Celsius: ";
cin>»>»celsius;
fahrenheit=1.8*celsius+32;
cout<< celsius<<" Degree Celsiug = "
<< fahrenheit<<" Degree Fahrenheit'™;
return 0;
}

Program 6.6 gives a sample output as follows:

Enter the Temperature in Celsius: 37

37 Degree Celsius = 98.5895%58 Degree Fahrenheit
We know that each character literal n C++ has a unique value called 1ts ASCII
code. These values are integers. Let us write a program to find the ASCII code of a
given character.

Program 6.7: To find the ASCII value of a character

#include <iostream>
using namespace std;
int main()

{
char c¢h;
int asc;
cout << "Enter the character: ";
cin »> ch;
asc = ch;
cout << "ASCII wvalues of "<<ch<<" = " << gascy

return 0;
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A sampler output of Program 6.7 1s given below:

Enter the character: &

ASCII wvalue of A = &5

Let us sum up

Data types are means to identify the type of data and associated operations handling
it. Fach data type has a specific size and a range of data. Data types arc used to
declare variables. Type modifiers help handling a higher range of data and are used
with data types to declare variables. Ditferent types of operators are available in
(C++ for various operations. When operators arc combined with operands (data),
expressions arc formed. There are mainly three types of expressions - arithmetic,
relational and logical. Type conversion methods are used to get desired results
from arithmeric expressions. Statements are the smallest executable unit of a
program. Variable declaration statements define the variables in the program and
they will be allocated memory space. 'The exccutable statements like assignment
statements, Iput statements, output statements, etc. help giving mnstructions to the
computer. Some special operators like arithmetic assignment, increment, decrement,
cte. make the expressions and statements compact and the execution faster. C++
program has a typical structure and it must be followed while writing programs.
Stylistic guidelines shall be followed to make the program attractive and
communicative among humans.

M Learning outcomes

e

After the completdon of this chapter the learner will be able to

o idendfy the various data types in C++.

e list and choose appropriate data type modifiers.

» choose appropriate vatriables.

»  cxperiment with various operators.

o apply the various I/0) opetatots.

o write various expressions and statements.

o identfy the structure of a simple C++ program.

o Identty the need for stylisuc guidelines while writing a program.

» write simple programs using C++.

_—"
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Lab activity

1. Write a program that asks the user to enter the weight in grams, and then
display the equivalent in Kilograms.

2. Writc a program to gencerate the following table

2013 100%
2012 99.9%
2011 95.5%
2010 90.81%
2009 85"%0

Use a single cout statement for output. (Hint: Make usc of \n and \t)
4. Wnte a short program that asks for vour height in Meter and Centimeter and
converts it to L'eet and inches. (1 foot= 12 inches, 1 inch = 2.54 cmy).
5. Write a program to compute simple interest and compound interest.
6. Write a program to : (i) print ASCII code for a given digit, (if) print ASCII
code for backspace. (Hint : Store cscape sequence for backspace in an integer
variable).
Write a program to accept 2 tme in seconds and convert into hrs: mins: secs

tormat. Dot example, it 3700 scconds is the input, the output should be 1hr: 1
min: 40 sccs.

Sample questions

Very short answer type

1. What arc data types? List all predefined data types in C++.

2. Whatis a constant?

3. Whatis dynamic initialisation of variables?

4. Whatts type casting?

5. Write the purpose of declaraton statement?

6. Name the header file to be included to use ¢in and cout n programsr

-l

What is the input operator ">>" and output operator "<<" called ¢

8. What will be the result of a = 5/3if ais (i) float and (i} int ?
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10.

11.

6. Data Types and Operators

What will be the value of P= P++ + ++1 where 1 is 22 and P= 3 initiallyr
Find the value given by the following expression if | =5 mitially.

1) (5*++N%6 () (5*++)2%0

What will be the order of evaluation for following expressions?

@) 1+5>=5-6 (i) s+10<p-2+2*g

What will be the resule of the following if ans 1s 6 initially?

(1) cout <<ans = §; (11} cout << ans == §

Short answer type

1.

2.

-

:\J‘I

e

12.

What is a variable? Tist the two valucs associated with it.

In how many ways can a variable be declared in C++7

Lxplain the impact of type modifiers of C++ in variable declaration.

What is the role of the keyword 'const'r

Explain how prefix form of increment operation differs from postfix form.
Write down the operation performed by sizeof operator.

Lixplam the two methods of type conversions.

. What would happen if main () is not present in a program?

Identify the errors 1 the following code segments:
{a) int main()

{ cout << "Enter twoc numbers™

cin >> num >> auto

float area = Length * breadth ; }
(b) #include <iostream>

using namespace std

vold Main{)

{ int a, b

cin <<a <<b

max={a > b} a:b

coutrmax

}
Find out the errors, it any, in the tollowing + + statements:
{1}y cout<< "a=" a; (¥) cin >> "\n" >> y ;
iy m=5,n=12;015 (vi) cout >> ‘\n "abc"




Downloaded from https:// www.studiestoday.com

= ® @& Computer Science - XI

() cout << "x" ; <<x; (vil}y a = b + ¢
(Iv) cin >> y (villy break = x
13. Whatis the role of relational operators? Distunguish between == and =.

14. Comments arc uscful to enhance rceadability and understandability of a
program. Justity this statement with examples.

Long answer type

1. Dxplain the operators of C++ in detail.

2. Lixplain the different tvpes of expressions in (C++ and the methods of type
conversions in detail.

JS]

Write the working of arithmetic assignment operatorr Txplain all arithmetic
assignment operators with the help of examples.
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Control Statements

Decision making statements

o If statement

o if... else statement

o Nested if

o elseifladder

o switch statement

o Conditional operator
Iteration statements

o while statement

o for statement

o do ... while statement
o Nesting of loops
Jump statements

o gofo

o break

o confinue

In the previous chapters we discussed some
executable statements of C++ to perform
operations such as input, output and assignment.
We know how to write simple programs. The
execution of these programs is sequential in
nature, that is, the statements constituting the
program are executed one by one. In this chapter,
we discuss C++ statements used for altering the
default flow of execution. As we discussed in
Chapter 4, selection, skipping or repeated
execution of some statements may be required
for solving problems. Usually this decision will
be based on some condition(s). C++ provides
statements to facilitate this requirement with the
help of control statements. These statements are
used for altering the normal flow of program
execution. Control statements are classified into
two: (i) decision making/selection statements and
(i) iteration statements. Let us discuss these
statements, their syntax and mode of execution.

7.1 Decision making statements

At times, it so happens that the computer may
not execute all statements while solving problems.
Some statements may be executed in a situation,
while they may not be executed in another
situation. The computer has to take the required
decision in this respect. For this, we have to
provide appropriate conditions which will be
evaluated by the computer. It will then take a
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decision on the basis of the result. The decision will be in the form of selecting a
particular statement for execution or skipping some statement from being executed.
The statements provided by C++ for the selected execution are called decision making
statements or selection statements. 1f and switch are the two types of selection
statements in C++.

7.1.1 if statement

The 1f statementis used to select a set of statements for execution based on a condition.
In C++, conditions (otherwise known as test expressions) are provided by relational
or logical expressions. The syntax (general form) of if statementis as follows:

Body of
if statement that consists
of the statement(s) to be
executed when the
condition is true

if (test expression)

{

statement block;

Here the test expression represents a condition which is either a relational
expression or logical expression. If the test expression evaluates to True (non-zero
value), a statement or a block of statements associated with 1 £ is executed. Otherwise,
the control moves to the statement following the if construct. Figure 7.1 shows the
mode of execution of if statement. While using if, certain points are to be
remembered.

e The test expression is always enclosed in

parentheses.

e The expression may be a simple expression
constituted by relational expression or a
compound expression constituted by logical
expression.

e The statement block may contain a single statement

. . . Body of If
or multiple statements. If there is a single
statement, then it is not mandatory to enclose it in } ¥
curly braces { }. If there are multiple statements,
. Fig. 7.1 : Working of
they must be enclosed in curly braces. if statement

Program 7.1 accepts the score of a student and displays the text "You have Passed"

only if he/she has passed. (Assume that 18 is the minimum score for pass).
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Program 7.1: To display 'You have passed' if score is 18 or more

finclude<iostream>
using namespace std;
int main ()
{
int score ;
cout << "Enter your score: ";
cin >> score; Body of if
if (score >= 18)
cout << "You have passed";
return 0;

}
The following is a sample output of program 7.1:

Enter your score: 25
You have passed

In Program 7.1, the score of a student is entered and stored in the variable score.
The test expression compares the value of score with 18. The body of if will be
executed only if the test expression evaluates to True. That means, when the score is
greater than or equal to 18, the output You have Passed will be displayed on the
screen. Otherwise, there will be no output.

Note that the statement block associated with i f is written after a tab space. We call it
indentation. This is a style of coding which enhances the readability of the source
code. Indentation helps the debugging process greatly. But it has no impact on the
execution of the program.

Consider the following C++ program segment. It checks whether a given character is
an alphabet or a digit.

Logical expression

char ch; is evaluated

cin >> ch;
Only asingle
statement; No need
of braces { }

if (ch >= 'a' && ch <= 'z")

cout << "You entered an alphabet";
if (ch >= '0'" && ch <= '9")
{

cout << “You entered a digit\n”; More than one

statement; Must be
enclosed in braces {

cout << “It is a decimal number “;
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7.1.2 if. . .else statement
Consider the if statement in Program 7.1:

if (score >= 18)
cout << “You have passed”;
Here, the output is obtained only if the score is greater than or equal to 18. What will
happen if the score entered is less than 187 It is clear that there will be no output.
Actually we don't have the option of selecting another set of statements if the test
expression evaluates to False. If we want to execute some actions when the condition
becomes False, we introduce another form of if statement, if. . .else. The syntax
is:
if (test expression)

{
statement block 1;

}

else

{
statement block 2;

}

If the test expression
evaluates to True, only the
statement block 1 is
executed. If the test

Test
Expression

False

expression evaluates to ]
False statement block 2 Statement block 1 Statement block 2
is executed. The flowchart

h

shown in Figure 7.2 explains : < .
the execution of if...else l
statement.

Fig 7.2 : Flowchart of if — else statement
The following code segment
illustrates the working of

if...else statement.
if (score >= 18) This statement is executed only when score is 18 or
£ oec wp qn more (i.e. when Test expression returns True)
cou assed";

else This statement is executed only when score is less
than 18 (i.e. when Test expression returns False)

cout << "Failed";

Let us write a program to input the heights of two students and find the taller.

et £
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Program 7.2: To find the taller student by comparing their heights

#include <iostream>
using namespace std;
int main ()
{
int htl, ht2;
cout << "Enter heights of the two students: ";
cin >> htl >> ht2;
if (htl > ht2) //decision making based on condition
cout<<"Student with height "<<htl<<" 1is taller";
else
cout<<"Student with height "<<ht2<<" is taller";
return O;

}

When Program 7.2 is executed, one of the output statements will be displayed. The
selection depends upon the relational expression ht 1>ht 2. The following are sample
outputs:

Outputl: Enter heights of the two students: 170 165
Student with height 170 is taller

Output2: Enter heights of the two students: 160 171
Student with height 171 is taller

In the first output, we input 170 for ht1 and 165 for ht2. So, the test expression,
(ht1>ht2) is evaluated to True and hence the statement block of 1if is selected and
executed. In the second output, we input 160 for ht1 and 171 for ht2. The test
expression, (ht1>ht2) is evaluated and found False. Hence the statement block of
else is selected and executed.

Inif...else statement, cither the code associated with i f (statement block 1) or
the code associated with e1se (statement block 2) is executed.

Let us see another program that uses an arithmetic expression as one of the operands
in the test expression. Program 7.3 uses this concept to check whether an input number
is even or odd.

Program 7.3: To check whether a given number is even or odd

#include <iostream>
using namespace std;
int main()

{

int num;
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cout << "Enter the number: ";

cin >> num;
if (num%2 == 0)
cout << "The given number is Even";

else
cout << "The given number is 0dd";

return O;

}

Some sample outputs of Program 7.3 are shown below:

Output 1:
Enter the number: 7
The given number is 0Odd

Output 2:
Enter the number: 10
The given number is Even

In this program, the expression (num%2) finds the remainder when num is divided
by 2 and compares it with the value 0. If they are equal, the 1f block is executed,
otherwise the e1se block is executed.

1. Write a program to check whether a given number is a non-zero
integer number and is positive or negative.

g 2. Write a program to enter a single character for sex and display the

— gender. If the input is 'M' display "Male" and if the input is 'F', display

_ "Female'.

3. Write a program to input your age and check whether you are eligible
to cast vote (the eligibility is 18 years and above).

7.1.3 Nested if

In some situations there may arise the need to take a decision within i £ block. When
we write an if statement inside another i f block, it is called nesting. Nested means
one inside another. Consider the following program segment:

if (score >= 60)'
{ Cimner 1
if (age >= 18) @

cout<<"You are selected for the course!";

}

In this code fragment, if the value of score is greater than or equal to 60, the flow of
control enters the statement block of outer i £. Then the test expression of the inner
if is evaluated (i.e. whether the value of age is greater than or equal to 18). If it is

¥ £
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evaluated to True, the code displays the messa You are selected for the
course ! ". Then the program continues to exem the statement following the outer
if statement. An if statement, inside another if statement is termed as a nested
if statement. The following is an expanded form of nested if.

It will be
executed if both the test
expressions are True,

if (test expression 1)
{
if (test expression 2
statement 1;
else

It will be executed if test
expression 1 is True, but

statement 2;

}

else

{
body of else j ~<% It will be executed if test expression 11is
}

test expression 21S

False. The test expression 2 is not evaluated.

The important point to remember about nested if is that an e1lse statement always
refers to the nearest i f statement within the same block. Let us discuss this case with
an example. Consider the following program segment:

cout<<"Enter your score in Computer Science exam: ";
cin>>score;
if (score >= 18)
cout<<"You have passed";
if (score >= 54)
cout<<" with A+ grade !";
else

cout<<"\nYou have failed";

If we input the value 45 for score, the output will be as follows:

You have passed

You have failed

We know that this is logically not correct. Though the indentation of the code is propet,
that doesn’t matter in execution. The second i f statement will not be considered as
nested if, rather it is counted as an independent if with an else block. So, when
the first 1 £ statement is executed, the i f block is selected for execution since the test
expression is evaluated to True. It causes the first line in the output. After that, while
considering the second if statement, the test expression is evaluated to False and

hence the second line in the output is obtained. So to get the correct output, the code
should be modified as follows:




Downloaded from https:// www.studiestoday.com

== Computer Science - XI

cout<<"Enter your score in Computer Science exam: ";

cin>>score;
Nesting is enforced

by putting a pair of
braces

if (score >= 18)

{

cout<<"You have passed";
if (score >= 54)
cout<<" with A+ grade !";

}

else -

The else is now
associated with the
outer if

cout<<"\nYou have failed";

If we input the same value 45 as in the case of previous example, the output will be as
follows:
You have passed

Program 7.4 uses nested if to find the largest among three given numbers. In this
program, if statement is used in both the if block and else block.

Program 7.4: To find the largest among three numbers

#include <iostream>
using namespace std;
int main ()
{
int %, vy, z;
cout << "Enter three different numbers: ";
cin >> x >> y >> z ;
if (x > vy)
{

if (x > z)

cout << "The largest number is: " << x;
else
cout << "The largest number is: " << z;
}
else
{
if (y > z)
cout << "The largest number is: " << y;
else
cout << "The largest number is: " << z;

return O;
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A sample output of Program 7.4 is given below:

Enter three different numbers: 6 2 7
The largest number is: 7

As per the input given above, the test expression (x>y) in the outer 1f is evaluated
to True and hence the control enters the inner 1 £. Here the test expression (x>z) is
evaluated to False and so its e 1 se block is executed. Thus the value of z is displayed
as the output.

Check yourself

1. Write a program to input an integer and check whether it is positive,
negative or zero.

2. Write a program to input three numbers and print the smallest one.

7.1.4 Theelse if ladder

There are situations where an i f statement is used within an else block. Itis used in
programs when multiple branching is required. Different conditions will be given and
each condition will decide which statement is to be selected for execution. A common
programming construct based on if statement is the else if ladder, also referred
to as the else if staircase because of its appearance. It is also known as
if...else if statement. The general form of else if ladder is:

if (test expression 1)
statement block 1;
else if (test expression 2)
statement block 2;
else if (test expression 3)
statement block 3;

statement block nj;

At first, the test expression 1 is evaluated and if it is True, the statement
block 1 isexecuted and the control comes out of the ladder. That means, the rest of
the ladder is bypassed. If test expression 1 evaluates to False, then the test
expression 2 is evaluated and so on. If any one of the test expressions evaluates
to True, the corresponding statement block is executed and control comes out of the
ladder. If all the test expressions are evaluated to False, the statement block n

o —]
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after the final e1se is executed. Observe the indentation provided in the syntax and
follow this style to use else if ladder.

Let us illustrate the working of the else if ladder by using a program to find the
grade of a student in a subject when the score out of 100 is given. The grade is found
out by the criteria given in the following table:

Scores Grade
80 or more A
From 60 to 79 B
From 40 to 59 C
From 30 to 39 D
Below 30 E

Program 7.5: To find the grade of a student for a given score

#include <iostream>
using namespace std;
int main ()
{
int score;
cout << "Enter your score: ";
cin >> score;
if (score >= 80)
cout << "A Grade";
else if (score >= 60)
cout << "B Grade ";
else if (score >= 40)
cout << "C grade";
else if (score >= 30)
cout << "D grade";
else
cout << "E Grade";
return 0;
}
The following are the sample outputs of Program 7.5:
Output 1:
Enter your score: 73
B Grade
Output 2:

Enter your score: 25

E Grade



Downloaded from https:// www.studiestoday.com
/== = ComputerScience - X |

In Program 7.5, initially the test expression score>=80 is evaluated. Since the input is
73 in Output 1, the test expression is evaluated to False, and the next test expression
score>=60 is evaluated. Here it is True, and hence "B Grade™" is displayed and the
remaining part of the else if ladder is bypassed. Butin the case of Output 2, all
the test expressions are evaluated to False and so the final else block is executed
which makes "E Grade™" as the output.

Let us write a program to check whether the given year is a leap year or not. The input
value should be checked to know whether it is century year (year divisible by 100). If it
is a century year, it becomes a leap year only if it is divisible by 400 also. If the input
value is not a century year, then we have to check whether it is divisible by 4. If it is
divisible the given year is a leap year, otherwise it is not a leap year.

Program 7.6: To check whether the given year is leap year or not
#include <iostream>
using namespace std;

volid main ()

{

int year ;

cout << "Enter the year (in 4-digits): ";
cin >> year;
if (year%100 == 0) // Checks for century year
{
if (year%400 == 0)

cout << "Leap year\n";
else
cout<< "Not a leap year\n";

}
else if (year%4 == 0)

cout << "Leap year\n"; Non - century year
is leap year only if it

is divisible by 4

else

cout<< "Not a leap year\n";

return O;

}

Let us see some sample outputs of Program 7.6:
Output 1:
Enter the year (in 4-digits): 2000
Leap year

Output 2:
Enter the year (in 4-digits): 2014
Not a leap year
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Output 3:
Enter the year (in 4-digits): 2100
Not a leap year

Output 4:
Enter the year (in 4-digits): 2004

Leap year

Let us write one more program to illustrate the use of else if ladder. Program 7.7
allows to input a number between 1 and 7 to denote the day of a week and display the
name of the corresponding day. The input 1 will give you “Sunday” as output, 2 will
give “Monday” and so on. If the input is outside the range 1 to 7, the output will be
“Wrong input”.

Program 7.7: To display the name of the day for a given day number

#include <iostream>
using namespace std;
int main()

{

int day;
cout << "Enter the day number (1-7): ";
cin >> day;
if (day == 1)
cout << "Sunday";
else if (day == 2)
cout << "Monday";
else if (day == 3)
cout << "Tuesday";
else 1f (day == 4)
cout << "Wednesday";
else if (day == 5)
cout << "Thursday";
else if (day == 6)
cout << "Friday";
else if (day == 7)
cout << "Saturday";
else

cout << "Wrong input";

return O;
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The following are some sample outputs of Program 7.7:

Output 1:
Enter the day number (1-7): 5
Thursday

Output 2:
Enter day number (1-7): 9

Wrong input

Check yourself

1. Write a program to input an integer number and check whether it is
positive, negative or zerousing if ... else if statement.

2. Write a program to input a character (a, b, ¢ or d) and print as follows:

a - abacus, b - boolean, ¢ - computer, d - debugging.

3. Write a program to input a character and print whether it is an alphabet,
digit or any other character.

7.1.5 switch statement

We have seen the concept of multiple branching with the help of else if ladder.
Some of these programs can be written using another construct of C++ known as
switch statement. This selection statement successively tests the value of a variable
or an expression against a list of integers or character constants. The syntax of switch
statement is as follows:

switch (expression)

{

case constant_1 : statement block 1;
break;

case constant_ 2 : statement block 2;
break;

case constant_3 : statement block 3;
break;

case constant n-1 : statement block n-1;
break;

default : statement block nj;
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In the syntax switch, case, break and default are keywords. The expression
is evaluated to get an integer or character constant and it is matched against the constants
specified in the case statements. When a match is found, the statement block associated
with that case is executed until the break statement or the end of switch statement
is reached. If no match is found, the statements in the default block get executed.

The default statement is optional and if it is missing, no action takes place when all
matches fail.

The break statement, used inside switch, is one of the jump statements in C++. When
a break statement is encountered, the program control goes to the statements following
the switch statement. We will discuss break statement in detail in Section 7.3.2.
Program 7.7 can be written using switch statement. It enhances the readability and
effectiveness of the code. Observe the modification in Program 7.8.

Program 7.8: To display the day of a week using switch statement

#include <iostream>
using namespace std;
int main ()
{ int day ;
cout << "Enter a number between 1 and 7: ";
cin >> day ;
switch (day)
{

case 1l: cout << "Sunday";

break;

case 2: cout << "Monday";
break;

case 3: cout << "Tuesday";
break;

case 4: cout << "Wednesday";
break;

case 5: cout << "Thursday";
break;

case 6: cout << "Friday";
break;

case 7: cout << "Saturday";
break;

default: cout << "Wrong input";

}

return O;
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The output of Program 7.8 will be the same as in Program 7.7. The following are
some samples:
Output 1:

Enter a number between 1 and 7: 5
Thursday

Output 2:

Enter a number between 1 and 7: 8

Wrong input
In Program 7.8, value of the variable day is compared against the constants specified
in the case statements. When a match is found, the output statement associated with
that case is executed. If we input the value 5 for the variable day, then the match
occurs for the fifth case statement and the statement cout << "Thursday"; is
executed. If the inputis 8 then no match occurs and hence the default block is executed.

Can you predict the output of Program 7.8, if all the break statements are omitted?
The value returned by day is compared with the case constants. When the first match
is found the associated statements will be executed and the following statements will
also be executed irrespective of the remaining constants. There are situations where
we omit the break statements purposefully. If the statements associated with all the
case in a switch are the same, we only need to write the statement against the last
case. Program 7.9 illustrates this concept.

Program 7.9: To check whether the given character is a vowel or not

#include <iostream>
using namespace std;
int main{()
{
char ch;
cout<<"Enter the character to check: ";
cin>>ch;
switch (ch)
{

case 'A'
case 'a'
case 'E'
case 'e'
case 'I'
case 'i'
case 'O'
case 'o'
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case 'U'
case 'u' : cout<<"The given character is a vowel";
break;
default : cout<<"The given character is not a vowel";

}

return O;

}

Some of the outputs given by Program 7.9 are shown below:

Output 1:
Enter the character to check: E
The given character is a vowel

Output 2:
Enter the character to check: k
The given character is not a vowel

Suitability and requirements for using switch

Though switch statement and else if ladder cause multiple branching, they do
not work in the same fashion. In C++ all switch statements can be replaced by else
if ladders, butall else if ladders cannot be substituted by switch. The following
are the requirements to implement a multi branching using switch statement:

¢ Conditions involve only equality checking. In other cases, it should be converted
into equality expression.

e The first operand in all the equality expressions should be the same variable or
expression.

e The second operand in these expressions should be integer or character constants.

Among the programs we have discussed so far in this chapter, only the branching in

Programs 7.3 and 7.7 can be replaced by switch. In Program 7.5, we can use switch

if we modify the test expressions as score/10==10, score/10==9, score/10==8,

and so on. So the following program fragment may be used instead of else if ladder.

switch(score/10)

{

Score being int type, the expression
returns only integer values

case 10:
case 9: case 8: cout<< "A Grade"; break;
case 7: case 6: cout<< "B Grade"; break;
case 5: case 4: cout<< "C Grade"; break;
case 3: cout<< "D Grade"; break;
default: cout<< "E Grade";




Downloaded from https:// www.studiestoday.com
=)= = Computer Science - XI

Let us have a comparison between switchand else if ladder asindicated in Table
7.1.

switch statement

else if ladder

Permits multiple branching

Permits multiple branching

Evaluates conditions with equality operator only

Evaluates any relational or logical
expression

Case constant must be an integer or a character
type value

Condition may include range of values
and floating point constants

When no match is found, default statement is
executed

When no expression evaluates to True,
else block is executed

break statement is required to exit from

switch statement

Program control automatically goes out
after the completion of a block

More efficient when the same variable or

More flexible and versatile compared

expression is compared against a set of values to switch

for equality

Table 7.1: Comparison between switch and else if ladder
7.1.6 The conditional operator (?:)

As we mentioned in Chapter 6, C++ has a ternary operator. It is the conditional
operator (?:) consisting of the symbols ? and : (a question mark and a colon). It
requires three operands to operate upon. It can be used as an alternative to if . . .else
statement. Its general form is:

Test expression ? True_case code False_case code;
Test expression can be any relational or logical expression and True_case code
and False_case code can be constants, variables, expressions or statement. The

operation performed by this operator is shown below with the help of an if statement.

if (Test expression)

{

True_case code;

}

else

{

False_case code;

}
The conditional operator works in the same way as i f. . .else works. It evaluates
the test expression and if it is true, the True_case code is executed. Otherwise,
False_case code is executed. Program 7.10 illustrates the working of conditional
operatof.
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Program 7.10: To find the larger number using the conditional operator

#include <iostream>
using namespace std;
int main()

{

int numl, num2;

cout << "Enter two numbers: ";
cin>> numl >> num2 ;
(numl>num?2) ? cout<<numl<<" is larger" : cout<<num2<<" is larger";

return 0;
}
The last statement of this program is called conditional statement as it uses conditional
operator. This statement may be replaced by the following code segment:
int big = (numl>num2)? numl : num2;

cout<< big << "is larger";

If the test expression evaluates to True, the value of numl will be assigned to big,
otherwise that of num2. Here conditional operator is used to construct a conditional
expression. The value returned by this expression will be assigned to big. The following
is a complex form of conditional expression. It gives the largest among three numbers.
If n1,n2,n3 and big are integer variables,

big = (nl1>n2) ? ( (n1>n3)?nl:n3 ) : ( (n2>n3)?n2:n3);

Refer to program 7.4 and see how the above conditional expression replaces the nesting
of if.

Check yourself

1. Write a program to input a number in the range 1 to 12 and display the
corresponding month of the year (January for the value 1, February for 2,
and so on).

2. Write a program to perform arithmetic operations using swit ch statement.
Accept two operands and a binary arithmetic operator as input.

3. Whatis the significance of break statement withina switch statement?

4. Write a program to enter a digit (0 to 9) and display it in words using switch
statement.

5. Write a program to input a number and check whether it is a multiple of 5
using selection statements and conditional operator.

6. Rewrite the following statement using 1 f . . . el se statement

result= mark>30 ? 'p' :' f';
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7.2 Iteration statements

In Chapter 4, we discussed some problems for which the solution contains some tasks
that were executed repeatedly. While writing programs, we use some specific constructs
of the language to perform the repeated execution of a set of one or more statements.
Such constructs are called iteration statements or looping statements. In C++, we
have three iteration statements and all of them allow a set of instructions to be executed
repeatedly when a condition is True.

We use the concept of loop in everyday life. Let us consider a situation. Suppose your
class teacher has announced a gift for every student securing A+ grade in an examination.
You are assigned the duty of wrapping the gifts. The teacher has explained the procedure
for wrapping the gifts as follows:

Step 1 : Take the gift

Step 2 : Cut the wrapping paper

Step 3 : Wrap the gift

Step 4 : Tie the cover with a ribbon

Step 5 : Fill up a name card and paste it on the gift pack

If there are 30 students with A+ grade in the examination, you have to repeat the same
procedure 30 times. To repeat the wrapping process 30 times, the instructions can be
restructured in the following way.

Repeat the following steps 30 times
{ Take the next gift
Cut the wrapping paper
Wrap the gift
Tie the cover with a ribbon
Fill up a name card and paste on the gift pack
/
Let us take another example. Suppose we want to find the class average of scores
obtained in Computer Science. The following steps are to be performed:

Initially Total_Score has no value
Repeat the following steps starting from the first student till the last
{ Add Score of the student to the Total_Score
Take the Score of the next student

/

Average = Total_Score /No. of students in the class
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In both the examples, we perform certain steps for a number of times. We use a counter
to know how many times the process is executed. The value of this counter decides
whether to continue the execution or not. Since loops work on the basis of such
conditions, a variable like the counter will be used to construct a loop. This variable is
generally known as loop control variable because it actually controls the execution of
the loop. In Chapter 4, we discussed four elements of aloop. Let us refresh them:

1. Initialisation: Before entering a loop, its control variable must be initialized.
During initialisation, the loop control variable gets its first value. The initialisation
statement is executed only once, at the beginning of the loop.

2. Test expression: It is a relational or logical expression whose value is either
True or False. It decides whether the loop-body will be executed or not. If the
test expression evaluates to True, the loop-body gets executed, otherwise it will
not be executed.

3. Update statement: The update statement modifies the loop control variable by
changing its value. The update statement is executed before the next iteration.

4.  Body of the loop: The statements that need to be executed repeatedly constitute
the body of the loop. It may be a simple statement or a compound statement.

We learnt in Chapter 4 that loops are generally classified into entry-controlled loops

and exit-controlled loops. C++ provides three loop statements: while loop, for

loop and do-while loop. Let us discuss the working of each one in detail.

7.2.1 while statement

while loop is an entry-controlled loop. The condition is checked first and if it is
found True the body of the loop will be executed. That is the body will be executed as
long as the condition is True. The syntax of while loop is:

initialisation of loop control variable;
while(test expression)
{
body of the loop;
updation of loop control wvariable;
}
Here, test expression defines the condition which controls the loop. The body
of the loop may be a single statement or a compound statement or without any
statement. The body is the set of statements for repeated execution. Update
expression refers to a statement that changes the value of the loop control variable.
Inawhile loop, aloop control variable should be initialised before the loop begins
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and it should be updated inside the body of the l
loop. The flowchart in Figure 7.3 illustrates the

Initialisation of Loop
working of a while loop. Control Variable

The initialisation of the loop control variable takes

place first. Then the test expression is

evaluated. If it returns True the body of theloop

is executed. That is why while loop is called an -

entry controlled loop. Along with the loop body,
the loop control variable is updated. After Body of the Loop

completing the execution of the loop body, test

expression is again evaluated. The process is Updm‘;f =

continued as long as the condition is True. Now, Control Variable

let us consider a code segment to illustrate the

execution of while loop. . _ 5ut,m,:tnuu|d,

Initialisation
before loop

the Loop
Fig. 7.3: Working of while loop

int k=1; Test

while (k<=3) expression

{ _
cout << k << "\t r'l Body of loop
++k; f

Updation inside
the loop body

In this code segment, the value 1 is assigned to the variable k (loop control variable) at
first. Then the test expression k<=3 is evaluated. Since it is True, the body of the loop
is executed. That is the value of k is printed as 1 on the screen. After that the update
statement ++k is executed and the value of k becomes 2. The condition k<=3 is checked
again and found to be True. Program control enters the body of the loop and prints
the value of k as 2 on the screen. Again the update statement is executed and the value
of kis changed to 3. Since the condition is still True, body is executed and 3 is displayed
on the screen. The value of k is again updated to 4 and now the test expression is
evaluated to False. The control comes out of the loop and executes the next statement
after the while loop. In short, the output of the code will be:
1 2 3
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Imagine what will happen if the initial value of kis 5? The test expression is evaluated
to False in the first evaluation and the loop body will not be executed. This clearly
shows that while loop controls the entry into the body of the loop.

Let us see a program that uses while loop to print the first 10 natural numbers.

Program 7.11: To print the first 10 natural numbers

#include<iostream>
using namespace std;
int main ()

{

Initialisation of loop
variable
int n = 1; -
while(n <= 10)
{

Test expression

cout<< n << " Wie

++n;
Updating of loop
variable

The output of Program 7.11 will be as follows:

) Body of loop

return O;

1 2 3 4 5 6 7 8 9 10

Program 7.12 uses while loop to find the sum of even numbers upto 20. This program
shows that the loop control variable can be updated using any operation.

Program 7.12: To find the sum of even numbers upto 20

#include<iostream>
using namespace std;
int main ()
{
int i, sum = 0;
1 = 23
while( i<= 20)
{

Loop control variable is
updated by adding 2 to

sum = sum + 1i;
! = the current value

i =1+ 2;
}
cout<<"\nThe sum of even numbers up to 20 is: "<<sum;
return O;

}

The output of Program 7.12 is given below:

The sum of even numbers up to 20 is: 110
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1. Modify the Program 7.11 to display all odd numbers between 100
and 200.
Modify the Program 7.12 to find the average of the first N natural
numbers.

If we put a semi colon (;) after the test expression of while
statement, there will not be any syntax error. But the statements
within the following pair of braces will not be considered as loop
body. The worst situation is that, if the fest expression is evaluated
to be True, neither the code after the while loop will be executed nor the
program will be terminated. It is a case of infinite loop.

7.2.2 for statement

for loop is also an entry-controlled loop in C++. All the three loop elements
(initialisation, test expression and update statement) are placed together in for
statement. So it makes the program compact. The syntax is:

for (initialisation; test expression; update statement)

{ F'| Initialisation
body-of-the-loop; +——|'ﬁﬂ |LMdmz
s
} L.
The execution of for loop is the same as that of while
loop. The flowchart used for while can explain the
working of for loop. Since the three elements come
together this statement is more suitable in situations [ statementoutside
where counting is involved. The flowchart given in the Loop
Figure 7.4 is commonly used to show the execution of ~ Fig. 7.4: Execution of for loop
for statement. At first, the initialisation takes place and then the test
expression is evaluated. If its result is True, body-of-the-1loop is executed,
otherwise the program control goes out of the for loop. After the execution of the
loop body, update expression is executed and again test expression is
evaluated. These three steps (test, body, update) are continued until the test
expression is evaluated to False.

Body of the Loop

The loop segment used in Program 7.11 can be replaced with a for loop as follows:

for (n=1; n<=10; ++n)
cout << n << " ";
This code is executed in the same way as in the case of while loop.
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The steps I and 2 in the execution sequence of the for loop just
mentioned before are given below. Write down the remaining steps.
& Step 1: n =1, Condition is True, 1 is displayed, n becomes 2
Let us do. Step 2: Condition is True, 2 is displayed, n becomes 3
Step 3: veiiiiini.

Let us write a program using for loop to find the factorial of a number. Factorial of
a number, say N, represented as N, is the product of the first N natural numbers. For
example, factorial of 5 (5!) is calculated by 1 X 2 X 3 X 4 X 5 =120.

Program 7.13: To find the factorial of a number using for loop

#include <iostream>
using namespace std;

int main()

Initialisation; Test

{ int n, 1i; Expression; Updation

long fact=1;
cout<<"Enter the number: ";

cin>>n;
for (i=1; i<=n; ++1i) Loop body
fact = -

= fact * 1i;
cout << "Factorial of " << n << " is " << fact;
return O;

}
The following is a sample output of program 7.13

Enter the number: 6

Factorial of 6 1is 720

Another program is given below which gives the class average of scores obtained in
Computer Science. Program 7.14 accepts the value for n as the number of students,
then reads the scores of each student and prints the average score.

Program 7.14: To find the average score of n students

#include<iostream>
using namespace std;
int main ()
{
int i, sum, score, n;
float avg;
cout << "How many students? ";
cin >> n ;




Downloaded from https:// www.studiestoday.com

Initialisation contains
two expressions

for( i=1, sum=0; i<=n; ++i)

{

cout << "Enter the score of student " << 1 << ": ";
cin >> score;

Explicit type
conversion

sum = sum + SCcore;

} ;

avg = (float)sum / nj;
cout << "Class Average: " << avg;
return O;

}
The following is a sample output of Program 7.14 for 5 students

How many students? 5

Enter the score of student 1: 45
Enter the score of student 2: 50
Enter the score of student 3: 52
Enter the score of student 4: 34
Enter the score of student 5: 55

Class Average: 47.2

In Program 7.14, the initialisation contains two expressions i=1 and sum=0 separated
by comma. The initialisation part may contain more than one expression, but they
should be separated by comma. Both the variables i and sum get their first values 1
and 0, respectively. Then, the test expression i<=n is evaluated to be True and body
of the loop is executed. After the execution of the body of the loop the update
expression ++i is executed. Again the test expression i<=n is evaluated, and body of
the loop is executed since the condition is True. This process continues till the test
expression returns False. It has occurred in the sample output when the value of i
becomes 6.

Write a program to display the multiplication table of a given number.
Assume that the number will be the input to the variable n. The body of
the loop is given below:

_cout<<i<<" x "<<n<<" = "<< i * n <<"\n";

Give the output also.

While using for loops certain points are to be noted. The given four code segments
explain these special cases. Assume that all the variables used in the codes are declared
with int data type.
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Code segment 1: for (n=1; n<5; n++);
cout<<n;

A semicolon appears after the parentheses of for statement. Itis nota syntax error.
Can you predict the output? If it is 5, you are correct. This loop has no body. But its
process will be completed as usual. The initialisation assigns 1 to n and the condition
is evaluated to True. Since there is no loop body update takes place and the process
continues till n becomes 5. At that point, condition is evaluated to be False and the
program control comes out of the loop. The output statement then displays 5 on the
screen.

Code segment 2: for (n=1; n<5; )

cout<<n;
In this code, update expression is not present. It does not make any syntax error in the
code. But on execution, the loop will never be terminated. The number 1 will be
displayed infinitely. We call this an infinite loop.

Code segment 3: for ( ; n<5; n++)

cout<<n;
The output of this code cannot be predicted. Since there is no initialisation, the control
variable n gets some integer value. If it is smaller than 5, the body will be executed
until the condition becomes False. If the default value of n is greater than or equal to
5, the loop will be terminated without executing the loop body.

Code segment 4: for (n=1; ; n++)

cout<<n;
The test expression is missing in this code. C++ takes this absence as True and obviously
the loop becomes an infinite loop.

The four code segments given above reveal that all the elements of a for loop are
optional. But this is not the case for while and do. . .while statements. Test expression
is compulsory for these two loops. Other elements are optional, but be cautious about
the output.

Another aspect to be noted is that we can provide a number instead of the test
expression. If itis zero it will be treated as False, otherwise True.

Check yourself

Write a program to find the sum and average of all even numbers between
1 and 49.

Write a program to print the numbers between 10 and 50 which are divisible
by both 3 and 5.

Predict the output of the following code

for (int i=1; 1i<=10; ++i);
cout << 1+2;
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7.2.3 do...while statement

A

In the case of for loop and while loop, the test Initialisation of Loop
expression is evaluated before executing the body of the Control Variable
loop. If the test expression evaluates to False for the first < \

time itself, the body is never executed. But in some
situations, it is necessary to execute the loop body at least
once, without considering the result of the test expression.
In that case the do. . .while loop is the best choice. Its | Update of Loop Control

Body of the Loop

syntax is : Vaaable

initialisation of loop control variable;

do

{ Condition .
body of the loop;
updation of loop control variable; @-

} while(test expression); Statementoutside the

. . . Loo
Figure 7.5 shows the order of execution of this loop. 2
Here, the test expression is evaluated only after

Fig. 7.5: Execution of

executing body of the loop.So do...while loop do..while loop

isan exit controlled loop. If the test expression

evaluates to False, the loop will be terminated. Otherwise, the execution process will
be continued. It means that in do. . .while loop the body will be executed at least
once irrespective of the result of the condition.

Let us consider the following program segment to illustrate the execution of
do...while loop.

Initialisation before

, the loop
int k=1;

do

{ Bodyofloop
cout << k << '"\t"; g
++k; /

} while (k<=:7>) ;
At first, the value 1 is assigned to the variable k. Then body of the loop is executed
and the value of kis printed as 1. After that the kis incremented by 1 (now k=2). Then
it checks the condition k<=3. Since it is found True the body of the loop is executed
to print the value of k, i.e. 2 on the screen. Again the updation process is carried out,

Updation inside
the loop body
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which makes value of k as 3 and the condition k<=3 is checked again. As itis True, the
body of the loop is executed to print the value 3. The variable k is again updated to 4
and now the condition is evaluated to be False. It causes the program control to come
out of the loop and executes the next statement after the loop body. Thus the output
of the code will be:

1 2 3
Now let us see how this loop differs from the other two. Imagine that the initial value
of kis 5. What will happen? The body of the loop is executed and the value of k will
be printed on the screen as 5. After that the variable k will be updated by incrementing
it by 1 and k becomes 6. On checking the condition k<=3, the test expression is
evaluated to False and the control comes out of the loop. This clearly shows that in
do...while loop there is no restriction to enter the loop body for the first time. So
if we want the body to be executed based on the True value of the condition, use

while or for loops.

Let us see an interactive program in the sense that some part of the code will be
executed on user’s choice. The simplest form of such programs provides facility to
accept uset’s response for executing a code segment repeatedly. Program 7.15 illustrates
the use of do...while loop to write an interactive program to find the area of
rectangles by accepting the length and breadth of each rectangle from the user.

Program 7.15: To find the area of rectangles

#include <iostream>
using namespace std;
int main()
{
float length, breadth, area;
char ch;
do
{
cout << "Enter length and breadth: ";
cin >> length >> breadth;
area = length * breadth;
cout << "Area = " << area;
cout << "Any more rectangle (Y/N)? ";

cin >> ch;
} while (ch == 'Y' || ch == 'y'");

return O;
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A sample output of Program7.15 is given below:
Enter length and breadth: 3.5 7
Area = 24.5

Any more rectangle (Y/N)? Y
Enter length and breadth: 6 4.5

Area = 27
Any more rectangle (Y/N)? N

We have discussed all the three looping statements of C++. Table 7.2 shows a
comparison between these statements.

for loop while loop do...while loop

Entry controlled loop Entry controlled loop Exit controlled loop

Initialization along with loop | Initialization before loop| Initialization before loop
definition definition definition

No guarantee to execute the [ No guarantee to execute the| Will execute the loop body at
loop body at least once loop body at least once least once even though the
condition is False

Table 7.2: Comparison between the looping statements of C++

7.2.4 Nesting of loops

Placing aloop inside the body of another loop is called nesting of aloop. When we
nest two loops, the outer loop counts the number of completed repetitions of the
inner loop. Here the loop control variables for the two loops should be different.

Let us observe how a nested loop works. Take the case of a minute-hand and second-
hand of a clock. Have you noticed the working of a clock?. While the minute-hand
stands still at a position, the second-hand moves to complete one full rotation (say 1
to 60). The minute hand moves to the next position (that is, the next minute) only after
the second hand completes one full rotation. Then the second-hand again completes
another full rotation corresponding to the minute-hand’s current position. For each
position of the minute-hand, second-hand completes one full rotation and the process
goes on. Here the second hand movement can be treated as the execution of the inner
loop and the minute-hand’s movement can be treated as the execution of the outer
loop.

All types of loops in C++ allow nesting. An example is given to show the working
procedure of a nested for loop.
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for( i=1; 1i<=2; ++1)

{
for (§=1; G<=3; ++7)
{

cout<< "\n" << i << " and " << J;

}

Initially value 1 is assigned to the outer loop variable i. Its test expression is evaluated
to be True and hence the body of the loop is executed. The body contains the inner
loop with the control variable j and it begins to execute by assigning the initial value
1 to j. The inner loop is executed 3 times, for j =1, =2, 3=3. Each time it evaluates
the test expression j<=3 and displays the output since it is True.

1 and 1 The first 1 is of i

1 and 2 and the second 1 is
of j

1l and 3

When the test expression j<=3 is False, the program control comes out of the inner
loop. Now the update statement of the outer loop is executed which makes 1=2.
Then the test expression i<=2 is evaluated to True and once again the loop body (i.e.
the inner loop) is executed. Innerloop is again executed 3 times, for =1, =2, =3
and displays the output.

2 and 1

2 and 2

2 and 3
After completing the execution of the inner loop, the control again goes back to the
update expression of the outer loop. Value of 1 is incremented by 1 (Now i=3) and
the test expression i<=2 is now evaluated to be False. Hence the loop terminates its
execution. Table 7.3 illustrates the execution of the above given program segment:

Iterations Outer loop Inner loop Output
1 1 1 1 and 1
2 1 2 1 and 2
3 1 3 1 and 3
4 2 1 2 and 1
5 2 2 2 and 2
6 2 3 2 and 3

Table 7.3: Execution of a nested loop
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When working with nested loops, the control variable of the outer loop changes its
value only after the inner loop is terminated. Let us write a program to display the
following triangle using nested loop:

k

%k osk

kok ok

kok ockock

ok ok osk ok

Program 7.16 : To display a triangle of stars

#include<iostream>
using namespace std;
int main ()

{ int i, 3;
chan chi = "xt-
for (i=1; i<=5; ++1i) //outer loop

{
cout<< "\n" ;
for (j=1; Jj<=i; ++3) // inner loop
cout<<ch;
}

return O0;

—

1. Predict the output of the following program segment:
sum = 0;
for (i=1; i<3; ++1)

Letusdo

L

for (j=1; 3j<3; ++7)

sum = sum + il % 9 3
}
cout<<sum;
2. Write C++ programs to display the following triangles:
1 1
2 2 1 2
33 3 1 2 3
4 4 4 1 2 3 4
555 5 1 2 3 45
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7.2.5 Nesting of control statements

We have discussed nesting of if and nesting of loops. Any control statement can be
nested with another control statement. A loop can contain a selection statement such
as 1f or switch. Similarly, a selection statement can contain a loop such as while,
for or do...while. Program 7.17 contains a loop and its body includes a switch
statement. It is the usual style of a menu driven program.

Program 7.17: To input two numbers and perform an arithmetic operation based
on user’s choice

#include<iostream>
using namespace std;
int main()

{

char ch;
float nl, n2;
cout<<"Enter two numbers: ";
cin>>nl>>n2;
do
{
cout<<"\nNumber 1: “<<nl<<“\tNumber 2: "<<n2;

cout<<"\n\t\tOperator Menu";

cout<<"\n\tl. Addition (+)";

cout<<"\n\t2. Subtraction (-)";
cout<<"\n\t3. Multiplication (*)";
cout<<"\n\t4. Division (/)";

cout<<"\n\tbH. Exit (E)";

cout<<"\nEnter Option number or operator: ";
cin>>ch;

switch (ch)

{

case '1' :

case '"+' : cout<<nl<<" + "<<n2<<" = "<<nl+n2;
break;

case '2'

case '-' : cout<<nl<<" - "<<n2<<" = "<<nl-n2;
break;

case '3' :

case '*' : cout<<nl<<" * "<<n2<<" = "<<nl*n2;
break;

case '4'

case '/' : cout<<nl<<" / "<<n2<<" = "<<nl/n2;

break;
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case '5'

case 'E'

case 'e' : cout<<"Thank You for using the program";
break;

default : cout<<"Invalid Choice!!";

}
} while (ch!='5" && ch!='E' && chl!='e');
return 0;

}
The following is a sample output of Program 7.17:

Enter two numbers: 25 4
Number 1: 25 Number 2: 4

Operator Menu
Addition (+)
Subtraction (-)
Multiplication (*)
Division (/)

. Exit (E)
Enter Option number or operator: 1
25 + 4 = 29

Number 1: 25 Number 2: 4
Operator Menu
Addition (+)
Subtraction (-)
Multiplication (*)
Division (/)

. Exit (E)
Enter Option number or operator: / @
25 / 4 = 6.25

Number 1: 25 Number 2: 4

(G2 BTSN GV N

g W N

Operator Menu
Addition (+)
Subtraction (-)
Multiplication (*)
Division (/)

. Exit (E)
Enter Option number or operator: 5

Thank You for using the program

g b w N
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We will discuss more programs using various combinations of nesting of control
statements in the Program gallery section.

7.3 Jump statements

The statements that facilitate the transfer of program control from one place to another
are called jump statements. C++ provides four types of jump statements that perform
unconditional branching in a program. They are return, goto, break and continue
statements. In addition, C++ provides a standard library function exit () that helps
us to terminate a program.

The return statement is used to transfer control back to the calling program or to
come out of a function. It will be explained in detail later in Chapter 10. Now, we will

discuss the other jump statements.
7.3.1 goto statement

The goto statement can transfer the program control to anywhere in the function.
The target destination of a goto statement is marked by a label, which is an identifier.

The syntax of goto statement is:

goto label;

where the 1abel can appear in the program either before or after goto statement.
The labelis followed bya colon (:) symbol. For example, consider the following
code fragment which prints numbers from 1 to 50.

int 1i=1;
start:
cout<<i;

++1;
if (i<=50)

goto start;
Here, the cout statement prints the value 1. After that i is incremented by 1 (now
1=2), then the test expression i<=50is evaluated. Since it is True the control is transferred
to the statement marked with the label start. When the test expression evaluates to
False, the process terminates and transfers the program control following the if
statement.

Let us see another example. Here a number is accepted and tested with a pre-defined
value. If it matches, the program continues, otherwise it terminates.

¥ £
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int p;
cout<<"Enter the Code: ";
cin>>p;
if(p!=7755)
goto end;
cout<<"Enter the details";

........................ : Label

cout<<"Sorry, the code number is wrong. Try again!";

Here the program validates the user input. The program accepts other details only if
itis a valid code, otherwise the control goes to the label end. Itis to be noted that the

usage of goto is not encouraged in structured programming,

7.3.2 break statement

When a break statement is encountered in a program, it takes the program control
outside the immediate enclosing loop (for, while, do...while) or switch
statement. Execution continues from the statement immediately after the control
structure. We have already discussed the impact of break in switch statement.
Let us see how it affects the execution of loops. Consider the following two program
segments.

Code segment 1:

i=1;
while (i<=10)
{
cin>>num;
if (num==0)
break;
cout<<"Entered number is: "<<num;
cout<<"\nInside the loop";
+4+1;
}

cout<<"\nComes out of the loop";

The above code fragment allows to input 10 different numbers. During the input if
any number happens to be 0, the program control comes out of the loop by skipping
the rest of the statements within the loop-body and displays the message “Comes
out of the loop” on the screen. Let us consider another code segment that uses
break within a nested loop.
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Code segment 2:

for (i=1; 1i<=5; ++1) //outer loop
{
cout<<"\n";
for (j=1; J<=i; ++3J) //inner loop
{
cout<<"* ";
if (j==3)
break;

}
This code segment will display the following pattern:

Whenever j
becomes 3, the inner
loop terminates

Lo .
* % X X

*

The nested loop executes normally for the value of i=1, 1=2, 1=3. For each value
of 1, the variable j takes wvalues from 1 to i. When the value of i becomes 4, the
inner loop executes for the value of j =1, =2, j=3 and comes out from the inner

loop on executing the break statement.

7.3.3 continue statement

continue statement is another jump statement used for skipping over a part of the
code within the loop-body and forcing the next iteration. The break statement forces
termination of the loop, but continue statement forces next iteration of the loop.

The following program segment explains the working of continue statement:

for (i=1; 1i<=10; ++1)
{
if (i1i==6)
continue;
cout<<i<<"\t";

}
This code gives the following output:

1 2 3 4 5 7 8 9 10
Note that 6 is not in the list. When the value of 1 becomes 6 the continue statement

is executed. As a result, the output statement is skipped and program control goes to
the update expression for next iteration.

ES=T
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A break statement inside a loop will abort the loop and transfer control to the
statement following the loop. A continue statement will just abandon the current
iteration and let the loop start next iteration. When continue statement is used within
whileanddo. ..while loops, care should be taken to avoid infinite execution. Table

7.4 shows a comparison between break and continue statements.

break statement

continue statement

® Used with switch and loops.

® Brings the program control outside
the switch or loop by skipping
the rest of the statements within
the block.

® Program control goes out of the
loop even though the test
expression is True.

Used only with loops.

Brings the program control to the
beginning of the loop by skipping
the rest of the statements within
the block.

Program control goes out of the
loop only when the test expression
becomes False.

Table 7.4: Comparison between the break and continue statements

C++ provides a built-in function exit () which terminates the program itself. The
exit () function can be used in a program only if we include the header file estdlib
(process.h.in Turbo C++). Program 7.18 illustrates the working of this function.

Program 7.18: To check whether the given number is prime or not

#include <iostream>
#include <cstdlib>
using namespace std;
int main ()
{
int i, num;
cout<<"Enter the number: ";
cin>>num;
for (i=2; i<=num/2; ++1)
{
if (num%i == 0)
{
cout<<"Not a Prime Number";
exit (0);

}

cout<<"Prime Number";

return O;




The test expression in the for loop of Program 7.18 can be replaced
by i<=sqrt (num), where sqrt () is a function which gives the
square root of the given number. If a number has no factors from
2 to its squrae root, the number will be a prime number. To use
sqgrt (), we have to include the statement #include<cmath>

Some sample outputs of program 7.18 are shown below:
Output 1:

Enter the number: 17

Prime Number
Output 2:

Enter the number: 18

Not a Prime Number

Check yourself

The goto statement causes control to go to
(a) an operator (b)aLabel (c)avariable (d)afunction

A break statement causes an exit

(a) only from the innermost loop.

(b) only from the innermost switch.

(c) from all loops and switches.

(d) from the innermost loop or switch.

3. Theexit() function takes the control out of

(a) the function it appears in.
(b) the loop it appears in.

(c) the block it appears in.
(d) the program it appears in.

4. Name the header file to be included for using exit( ) function.

Program gallery

This section contains a collection of programs which use different control statements
for solving various problems. The sample outputs of the programs are also given
after each program.

Program 7.19 accepts the three coefficients of a quadratic equation of the form ax” +
bx + ¢ = 0 and calculates its roots. The value of a should not be 0 (zero). To solve this
problem, the discrminent value of the quadratic equation is to be determined using
the formula (b?— 4ac), to identify the nature of the roots. Formula is also available to
find the roots. In this program we use the function sqrt () to get the square root of a
number. The header filemath. his to be included in the program to use this function.

—
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Program 7.19: To find the roots of a quadratic equation

#include <iostream>
#include <cmath>// to use sqgrt()function
using namespace std;
int main()
{
float a, b, ¢, rootl, root2, d;

cout<< "Enter the three coefficients: ";
cin >> a >> b >> c ;
if ('a) // equivalent to if (a == 0)
cout<<"Value of \'a \' should not be zero\n"
<<"Aborting!!!!!\n";
else
{
d =b*b-4*a*c; //beginning of else block
if (d > 0)
{
rootl = (-b + sqgrt(d))/(2*a);
root2 = (-b - sqgrt(d))/(2*a);
cout<<"Roots are REAL and UNEQUAL\n";
cout<<"Rootl = "<<rootl<<"\tRoot2 = "<<root2;
}
else if (d == 0)
{
rootl = -b/(2*a);
cout<<"Roots are REAL and EQUAL\n";
cout<<"Rootl =" <<rootl;
}
else

cout<<"Roots are COMPLEX and IMAGINARY";
}// end of else block of outer if
return O0;

}

Output 1:
Enter the three coefficients: 2 3 4
Roots are COMPLEX and IMAGINARY
Output 2:
Enter the three coefficients: 3 5 1

Roots are REAL and UNEQUAL
Rootl = -0.232408 Root2 = -1.434259




Program 7.20 displays the first N terms of the Fibonacci series. This series begins
with terms 0 and 1. The next term onwards will be the sum of the last two terms. The
seriesis 0, 1, 1, 2, 3, 5, 8, 13, ......

Program 7.20: To print n terms of the Fibonacci series

#include <iostream>
using namespace std;
int main ()
{
int first=0, second=1, third, n;
cout<<"\nEnter number of terms in the series: ";
cin>>n;
cout<<first<<"\t"<<second;
for (int i=3; i<=n; ++1)

{

third = first + second;
cout<<"\t"<<third;
first = second;

second = third;

}

return O;

}
Output:

Enter number of terms in the series: 10

0 1 1 2 3 5 8 13 21 34

Program 7.21 reads a number and checks whether it is palindrome or not. A number
is said to be palindrome if it is equal to its image. By the term image, we mean a
number obtained by reversing the digits of the original number. That is, the image of
163 is 361. Since these two are not equal the number 163 is not palindrome. The
number 232 is a palindrome number.

Program 7.21: To check whether the given number is palindrome or not

#include <iostream>
using namespace std;
int main ()

{

int num, copy, digit, rev=0;

The value of num will
be 0 after the completion of
loop. That is why the original
value is copied into another
variable

cout<<"Enter the number: ";

cin>>num;

copy=num;
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while (num != 0)

{
digit = num % 10;

rev = (rev * 10)+ digit;
num = num/10;
}
cout<<"The reverse of the number is: "<<rev;
if (rev == copy)
cout<<"\nThe given number 1is a palindrome.";
else

cout<<"\nThe given number 1is not a palindrome.";
return O;

}

Output 1:
Enter the number: 363
The reverse of the number is: 363
The given number is a palindrome.

Output 2:
Enter the number: 257
The reverse of the number is: 752
The given number is not a palindrome.

Program 7.22: To accept n integers and print the largest among them

#include <iostream>
using namespace std;
int main ()
{
int num, big, count;
cout<<"How many Numbers in the list? ";
cin >> count;
cout<<"\nEnter first number: ";
cin >> num;
big = num;
for (int i=2; i<=count; i++)

{

cout<<"\nEnter next number: ";
cin >> num;
if (num > big) big = num;
}
cout<<"\nThe largest number is " << big;

return O;
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Output:

How many Numbers in the list? 5
Enter first number: 23

Enter next number: 12

Enter next number: -18

Enter next number: 35

Enter next number: 18

The largest number is 35

Let us sum up

The statements providing facilities for taking decisions or for performing
repetitive actions in a program are known as control statements. The control
statements are the backbones of a computer program. In this chapter we
covered the different types of control statements such as selection statements
(if, if..else, if..else 1if, switch), iteration statements (for, while,
do..while) and also jump statements (goto, break, continue, exit ()
function). All these control statements will help us in writing efficient C++
programs.

Learning outcomes

After the completion of this chapter the learner will be able to

* use control statements in C++ for problem solving,

* identify the situation where control statements are used in a program.
*  use correct control statements suitable for the situations.

* categorise different types of control statements.

* identify different types of jump statements in C++.

* write C++ programs using control statements.

Very short answer type
1. Write the significance of break statement in switch statement. What is the effect
of absence of break in a switch statement?
2. What will the output of the following code fragment be?
for (i=1;i<=10;++1) ;

cout<<i+5;
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3. Rewrite the following statement using while and do while loops.

for (i=1; i<=10; 1i++) cout<<i;
4. How many times will the following loop execute?

int s=0, 1i=0;

while (1++<5)

s+=1;

5. Write the name of the header file which contains the exit() function.
6.  Which statement in C++ can transfer control of the program to a named label?

7. Write the purpose of default statementin switch statement.

Short answer type

1. Consider two program fragments given below:

// version 1 //version 2

cin>>mark; cin>>mark;

if (mark > = 90) if (mark>=90)

cout<<“ A+ cout<<“A+7;

if (mark > = 80 && mark <90) else if (mark>=80 && mark <90)
cout<<“ A”; cout<<“ A”;

if (mark > = 70 && mark <80) else if (mark>=70 && mark <80)
cout<<“B+”% cout<<“B+7;

if (mark > = 60 && mark <70) else if (mark>=60 && mark <70)
cout<<“B”; cout<<“B”;

Discuss the advantages of version 2 over version 1.

2. Briefly explain the working of a for loop along with its syntax. Give an example
of for loop to support your answer.

3. Compare and discuss the suitability of three loops in different situations.

4. Consider the following i f else if statement. Rewrite it with switch statement.

if (a==1)

cout << *“One”;
else if (a==0)

cout << *“zZero”;
else

cout << “Not a binary digit”;
5. Whatis wrong with the following while statement if the value of z = 3?
while (z>=0)
sum+=z;

-
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6. What will the output of the following code fragments be?

for (outer=10; outer > 5; -—--outer)

{
for (inner=1; inner<4; ++inner)
cout<<outer <<"\t"<<inner <<endl;

}
7. What will the output of the given code fragments be? Explain.

for (n = 1; n <= 10; ++n)
{
for (( m=1; m <=5 ; ++m)
num = n*m;

cout<<num <<endl;

}
8. Write the importance of a loop control variable. Briefly explain the different
parts of aloop.
Long answer type

1. What output will be produced by the following code fragment?

int wval, res, n=1000;

cin>>val;

res = n+val > 1750 ? 400 : 200;
(a) If the inputis 2000

(b) If the input is 500

2. Write a program to find the sum of digits of a number using
(a) Entry controlled loop.
(b) Exit controlled loop.

3. Write a program to print Armstrong numbers less than 1000. (An Armstrong
number is a number which is equal to the sum of cubes of its digits. Eg, 153 =
1P+5+3%)

Explain the different jump statements available in C++.

5. Write a program to produce the following output using nested loop:

B
B C
B C D
B C D E

8.  Suppose you forgot to write the word else inan if..else statement. Discuss
how it will affect the output of your program?

>
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Arrays

We used variables in programs to refer data. If
the quantity of data is large, more variables are
to be used. This will cause difficulty in accessing
the required data. We learned the concept of data
types in Chapter 6 and we used basic data types
to declare variables and perform type
conversion. In this chapter, a derived data type
in C++, named 'array' is introduced. The word
‘array’ is not a data type name, rather itis a kind
of data type derived from fundamental data
types to handle large number of data easily. We
will discuss the creation and initialization of
arrays, and some operations like traversal,
sorting, and searching. We will also discuss two
dimensional arrays and their operations for
processing matrices.

8.1 Array and its need

An array is a collection of elements of the same
type placed in contiguous memory locations.
Arrays are used to store a set of values of the
same type under a single variable name. Each
element in an array can be accessed using its
position in the list, called index number or
subscript.

Why do we need arrays? We will illustrate this
with the help of an example. Let us consider a
situation where we need to store the scores of
20 students in a class and has to find their class
average. If we try to solve this problem by
making use of variables, we will need 20
variables to store students’ scores. Remembering
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and managing these 20 variables is not an easy task and the program may become
complex and difficult to understand.

int a,b,c,d,e,f,9,h,1i,3,%,1,m,n,0,p,q9,r,s,t;

float avg;
cin>>a>>b>>c>>d>>e>>f>>g>>h>>1>>5>>k>>1>5>m>>n>>0>>p>>g>>r>>s>>t;
avg = (at+b+c+d+e+f+g+h+i+j+k+l+m+n+o+p+g+r+s+t)/20.0;

As itis, this code is fine. However, if you want to modify it to deal with the scores
of alarge number of students, say 1000, you have a very long and repetitive task at
hand. We have to find a way to reduce the complexity of this task.

The concept of array comes as a boon in such situations. As it is a collection of
elements, memory locations are to be allocated. We know that declaration statement
is needed for memory allocation. So, let us see how arrays are declared and used.

8.1.1 Declaring arrays

Justlike the ordinary variable, the array is to be declared properly before it is used.
The syntax for declaring an array in C++ is as follows.

data_type array_namel[size];

In the syntax, data_type is the type of data that the array variable can store,
array_name is an identifier for naming the array and the size is a positive integer
number that specifies the number of elements in the array. The following is an
example:

int num[10];

The above statement declares an array named num that can store 10 integer numbers.
Each item in an array is called an element of the array. The elements in the array
are stored sequentially as shown in Figure 8.1. The first element is stored in the first
location; the second element is stored in the second location and so on.

num[0] num[l] num[2] num[3] num[4] num[5] num[6] num[7] num[8] num[9]

Index— 0 1 2 3 4 5 6 7 8 9
Fig. 8.1: Arrangement of elements in an array
Since the elements in the array are stored sequentially, any element can be accessed

by giving the array’s name and the element’s position. This position is called the
index or subscript value. In C++, the array index starts with zero. If an array is
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declared as int num[10]; then the possible index values are from 0 to 9. In this
array, the first element can be referenced as num[ 0] and the last element as num[9].
The subscripted variable, num[ 0], is read as “num of zero” or “num zero”. It’s a
shortened way of saying “the num array subscripted by zero”. So, the problem of
referring to the scores of 1000 students can be resolved by the following statement:

int score[10007];
The array, named score, can store the scores of 1000 students. The score of the
first student is referenced by score [0] and that of the last by score [999].

8.1.2 Memory allocation for arrays

The amount of storage required to hold an array is directly related to its type and
size. Figure 8.2 shows the memory allocation for the first five elements of array
num, assuming 1000 as the address of the first element. Since num is an integer type
array, size of each elementis 4 bytes (in a system with 32 bit integer representation
using GCC) and it will be represented in memory as shown in Figure 2.2.

num [0] numf[l] nnm[2] nam[3] nom[4]

1000 1001 1002 1003 1004 1005 1006 1007 L100E 1009 1010 1011 1012 1043 1014 1045 1016 1017 10LE 1019

Fig. 8.2: Memory allocation for an integer array

For a single dimensional array, the total size allocated can be computed using the
following formula:
total_bytes = sizeof(array_type) X size_of_array

For example, total bytes allocated for the array declared as £1loat a[10]; will be
4 X 10 = 40 bytes.

8.1.3 Array initialisation

Array elements can be initialised in their declaration statements in the same manner
as in the case of variables, except that the values must be included in braces, as
shown in the following examples:

int score[5] = {98, 87, 92, 79, 85};
char code[6] = {‘’s’, ‘a’, ‘m’', ‘p’, ‘17, ‘e’};
float wgpal7] = {9.60, 6.43, 8.50, 8.65, 5.89, 7.56, 8.22};

Initial values are stored in the order they are written, with the first value used to
initialize element 0, the second value used to initialize element 1, and so on. In the
first example, score [0] isinitialized to 98, score [1] is initialized to 87, score [2]
is initialized to 92, score [3] is initialized to 79, and score [4] is initialized to 85.
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If the number of initial values is less than the size of the array, they will be stored in
the elements starting from the first position and the remaining positions will be
initialized with zero, in the case of numeric data types. For char type array, such
positions will be initialised with ' ' (space bar) character. When an array is initialized
with values, the size can be omitted. For example, the following declaration statement
will reserve memory for five elements:

int num[] = {16, 12, 10, 14, 11};
8. 1.4 Accessing elements of arrays

The array elements can be used anywhere in a program as we do in the case of
normal variables. We have seen that array is accessed element-wise. That is, only
one element can be accessed at a time. The element is specified by the array name
with the subscript. The following are some examples of using the elements of the
score array:

score[0] = 95;

score[l] = score[0] - 11;
cin >> score[2];

score[3] = 79;

cout << scorel[2];

sum = score[0] + score[l] + score[2] + score[3] + scorel[d];

The subscript in brackets can be a variable, a constant or an expression that evaluates
to an integer. In each case, the value of the expression must be within the valid
subscript range of the array. Animportant advantage of using variable and integer
expressions as subscripts is that, it allows sequencing through an array by using a
loop. This makes statements more structured keeping away from the inappropriate
usage as follows:

sum = score[0] + score[l] + score[2] + score[3] + scorel[d];

The subscript values in the above statement can be replaced by the control
variable of for loop to access each element in the array sequentially. The following
code segment illustrates this concept:

sum = 0;

for (i=0; 1i<5; 1i++)

sum = sum + scorel[i];
An array element can be assigned a value interactively by using an input statement,
as shown below:

for (int 1i=0; 1i<5; i++)

cin>>score[i];
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When this loop is executed, the first value read is stored in the array element
score[0], the second in score [1] and the lastin score [4].

Program 8.1 shows how to read 5 numbers and display them in the reverse order.
The program includes two for loops. The first one, allows the user to input array
values. After five values have been entered, the second for loop is used to display
the stored values from the last to the first.

Program 8.1: To input the scores of 5 students and display them in
reverse order

#include <iostream>
using namespace std;
int main ()
{
int i, scorel[5];
for (1=0; 1<5; 1i++) // Reads the scores
{
cout<<"Enter a score: ";
cin>>score[i];
}
for(i=4; i>=0; i--) // Prints the scores
cout<<"score[" << 1 << "] 1is " << score[i]<<endl;
return O;

}

The following is a sample output of program 8.1:

Enter a score: 55
Enter a score: 80
Enter a score: 78
Enter a score: 75
Enter a score: 92
score[4] 1is 92
score[3] 1is 75
score[2] 1s 78
score[l] 1is 80
score[0] 1s 55
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1. Write array declarations for the following:
‘ (a) Scores of 100 students
% (b) Englishletters

[B8Usldel (c) Alistof 10years

(d) Alist of 30 real numbers

2. Write array initialization statements for the following:

(a) Anarray of 10 scores: 89, 75, 82,93, 78, 95, 81, 88, 77, and 82

(b) Alistof five amounts: 10.62, 13.98, 18.45, 12.68, and 14.76

(c) Alistof 100 interest rates, with the first six rates being 6.29,

6.95,7.25,7.35,7.40 and 7.42.

(d) Anarray of 10 marks with value 0.

(e) An array with the letters of VIBGYOR.

(f) Anarray with number of days in each month.

Write C++ code segment to input values into the array: int ar [507;

4. Write C++ code fragment to display the elements in the even positions
of the array: float val[100];

e

8.2 Array operations

The operations performed on arrays include traversal, searching, insertion, deletion,
sorting and merging. Different logics are applied to perform these operations. Let

us discuss some of them.

8.2.1 Traversal

Basically traversal means accessing each element of the array atleast once. We can
use this operation to check the correctness of operations during operations like
insertion, deletion etc. Displaying all the elements of an array is an example of
traversal. If any operation is performed on all the elements in an array, it is a case of
traversal. The following program shows how traversal is performed in an array.

Program 8.2: Traversal of an array

#include <iostream>

using namespace std;

int main ()

{

int afll0], 1i;

cout<<"Enter the elements of the array :";

for(i=g; i<10; .i++) Reading array elements
cin >> alil; from the user
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for (i=0; 1i<10; i++) /%Acase of traversal
ali] = alil + 1;

cout<<"\nEntered elements of the array are...\n";
for (i=0; 1<10; 1i++)
cout<< aflil<< "\t"; | Another case of

return 0; \‘ traversal

}

8.2.2 Sorting

Sorting is the process of arranging the elements of the array in some logical order.
This logical order may be ascending or descending in case of numeric values or
dictionary order in case of strings. There are many algorithms to do this task
efficiently. But at this stage, we will discuss two of the algorithms, known as “selection
sort” and “bubble sort”.

a. Selection sort

One of the simplest sorting techniques is the selection sort. To sort an array in
ascending order, the selection sort algorithm starts by finding the minimum value
in the array and moving it to the first position. At the same time, the element at the
first position is shifted to the position of the smallest element. This step is then
repeated for the second lowest value by moving it to the second position, and so
on until the array is sorted. The process of finding the smallest element and
exchanging it with the element at the respective position is known as a pass. For ‘n’
number of elements there will be ‘n — 17 passes. For example, take a look at the list
of numbers given below.

Initial list 32 (23|10 2 |30

Pass 1 /—\
In Pass 1, the smallest element 2 is
@ 23 10 @ 30 selected from the list. It is then
exchanged with the first element.
After Pass 1 - 23 | 10 | 32 | 30

Pass 2 /\
In Pass 2 excluding the first element,
@ 32 30 the smallest element 10 is selected and
exchanged with the second element.
-
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After Pass 2 - 23 |1 32 | 30

Pass 3

N

In Pass 3 ignoring the first and second
@ 32 30 elements, the smallest element 23 is
selected and exchanged with the third

After Pass 3 - 32 | 30

Pass 4

element.

A

In Pass 4 ignoring the 1st, 2nd and 3rd
@ elements, the smallest element 30 is
selected and exchanged with the fourth

element.

Though each pass is intended for an exchange, no exchange is made in a pass if the
smallest value was already in the correct location.This situation is happened in the

Pass 3.

Algorithm for selection sort

Step 1.
Step 2.
Step 3.
Step 4.
Step 5.

Step 6.
Step 7.

Step 8.

Step 9.

Start

Accept a value in N as the number of elements of the array
Accept N elements into the array AR

Repeat Steps 5t0 9, (N —1) times

Assume the first element in the list as the smallest and store it in MIN
and its position in POS

Repeat Step 7 until the last element of the list

Compare the next elementin the list with the value of MIN. If it is found
smaller, store it in MIN and its position in POS

If the first element in the list and the value in MIN are not the same, then
swap the first element with the element at position POS

Revise the list by excluding the first element in the current list
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Step 10. Print the sorted array AR
Step 11. Stop

Program 8.3 uses AR as an integer array which can store maximum of 25 numbers,
N as the number of elements to be sorted, MIN as the minimum value and POS as

the position or index of the minimum value.

Program 8.3: Selection sort for arranging elements in ascending order

#include <iostream>

using namespace std;

int main()

{ int AR[25], N, I, J, MIN, POS;
cout<<"How many elements? ";
cin>>N;
cout<<"Enter the array elements: ";
for (I=0; I<N; I++)
cin>>ARI[I];
for(I=0; I < N-1; i++)

{
MIN=AR[I];
POS=I;
for(J = I+1; J < N; J++)
1f (AR[J] <MIN)
{
MIN=AR[J];
POS=J;
}
if (POS != 1)
{
AR[POS]=AR[I];
AR[I]=MIN;

}

cout<<"Sorted array is: ";

for (I=0; I<N; I++)
COUt<<AR[I]<<"\t";

return 0;

}
A sample output of Program 8.3 is given below:

How many elements? 5
Enter the array elements: 12 3 6 1 8
Sorted array is: 1 3 6 8 12
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b. Bubble sort

Bubble sort is a sorting algorithm that works by repeatedly stepping through lists
that need to be sorted, comparing each pair of adjacent items and swapping them
if they are in the wrong order. This passing procedure is repeated until no swaps
are required, indicating that the list is sorted. Bubble sort gets its name because
larger element bubbles towards the top of the list. To see a specific example,
examine the list of numbers.

Initial list

23 (12| 7 |11 | 4

Pass 1

~

The first comparison results in
@ @ 7 1 4 exchanging the first two elements, 23

and 12.
The second comparison results in
12 @ @ 1 4 exchanging the second and third

elements 23 and 7 in the revised

/\ hSt
The third comparison results in
12 7 @ @ 4 exchanging the third and fourth

elements 23 and 11 in the revised

/\ list.

The fourth comparison results in
12 7 1 @ exchanging the fourth and fifth

elements 23 and 4 in the revised
list.

. After the end of the first pass, the

12 7 11 4 largest element 23 is bubbled to the

last position of the list.
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Pass 2

In the second pass, we consider
only the four elements of the list,
excluding 23. The same process is
continued as in Pass 1 and as a
result of it 12 is bubbled to fourth
position, which is the second
largest element in the list.

Pass 3

In the third pass, we consider only
the three elements of the list,
excluding 23 and12. The same
process is continued as in the
above pass and as a result of it '11'
is bubbled to the 3rd position.

Pass 4 /\
In the last pass we consider only

the two elements of the list,
excluding 23,12 and 11. The same
process is continued as in the
above pass and as a result of it 7 is
bubbled to 2nd position and
eventually 4 is placed in the first
position.
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Now we get the sorted list of elements. In bubble sort, to sort alist of ‘N’ elements
we require (N-1) passes. In each pass the size of the revised list will be reduced by
one.

Algorithm for bubble sort

Step 1. Start

Step 2. Accept avalue in N as the number of elements of the array
Step 3. Accept N elements into the array AR

Step4. Repeat Steps5to 7, (N-1)times

Step 5. Repeat Step 6 until the second last element of the list

Step 6. Starting from the first position, compare two adjacent elements in the
list. If they are not in proper order, swap the elements.

Step 7. Revise the list by excluding the last element in the current list.
Step 8. Print the sorted array AR
Step 9. Stop

Program 8.4 uses AR as an integer array to store maximum of 25 numbers, N as
the number of elements to be sorted.

Program 8.4: Bubble sort for arranging elements in ascending order

#include <iostream>
using namespace std;
int main ()
{ int AR[25],N;
int I, J, TEMP;
cout<<"How many elements? ";
cin>>N;
cout<<"Enter the array elements: ";
for (I=0; I<N; I++)
cin>>ARI[I];
for (I=1; I<N; I++)
for (J=0; J<N-I; J++)
if (AR[J] > AR[J+1])
{
TEMP = AR[J];

AR[J] = AR[J+1];
AR[J+1] = TEMP;
}
cout<<"Sorted array is: ";

for (I=0; I<N; I++)
COUt<<AR[I]<<"\t";
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The following is a sample output of Program 8.4.
How many elements? 5
Enter the array elements: 23 10 -3 7 11

Sorted array is: -3 7 10 11 23
8.2.3 Searching

Searching is the process of finding the location of the given element in the array.
The search is said to be successful if the given element is found, that is the element
exists in the array; otherwise unsuccessful. There are basically two approaches to
search operation: linear search and binary Search.

The algorithm that one chooses generally depends on organization of the array
elements. If the elements are in random order, the linear search technique is used,
and if the array elements are sorted, it is preferable to use the binary search technique.
These two search techniques are described below:

a. Linear search

Linear search or sequential search is a method for finding a particular value in a list.
Linear search consists of checking each element in the list, one at a time in sequence
starting from the first element, until the desired one is found or the end of the list is
reached.

Assume that the element 45’ is to be searched from a sequence of elements 50, 18,
48, 35, 45, 26, 12. Linear search starts from the first element 50, comparing each
element until it reaches the 5th position where it finds 45 as shown in Figure 8.3.

Index List Comparison

0 50 50 == 45 : False
1 18 18 == 45 : False
2 48 48 == 45 : False
3 35 35 ==45: False
4 45 45 ==45 : True
5 26

6 12 Fig. 8.3: Linear search

Algorithm for Linear Search

Step 1. Start
Step 2. Accept avaluein N as the number of elements of the array
Step 3. Accept N elements into the array AR

-
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Step 4. Accept the value to be searched in the variable ITEM

Step 5. SetLOC=-1

Step 6. Starting from the first position, repeat Step 7 until the last element

Step 7. Check whether the value in ITEM is found in the current position. If
found then store the position in LOC and Go to Step 8, else move to the
next position.

Step 8. Ifthevalue of LOC s less than 0 then display "Not Found", else display
the value of LOC + 1 as the position of the search value.

Step 9. Stop

Program 8.5 uses AR as an integer array to store maximum of 25 numbers, N as
the number of elements in the array, ITEM as the element to be searched and LOC
as the position or index of the search element.

Program 8.5: Linear search to find an item in the array

#include <iostream>

using namespace std;

int main ()

{
int AR[25], N;
int I, ITEM, LOC=-1;
cout<<"How many elements? ";
cin>>N;
cout<<"Enter the array elements: ";
for (I=0; I<n; I++)

cin>>ARI[I];

cout<<"Enter the item you are searching for: ";
cin>>ITEM;
for (I=0; I<N; I++)
if (AR[I] == ITEM)
{
LOC=I;
break;
}
if (LOC!=-1)
cout<<"The item is found at position "<<LOC+1;
else

cout<<"The item is not found in the array";
return O;
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A sample output of program 8.5 is given below:

How many Elements? 7
Enter the array elements: 12 18 26 35 45 48 50
Enter the item you are searching for: 35

The item is found at position 4

The following output shows the other side:

How many Elements? 7
Enter the array elements: 12 18 26 35 45 48 50
Enter the item you are searching for: 25

The item is not found in the array

As noted previously, an advantage of the linear search method is that the list need
not be in sorted order to perform the search operation. If the search item is towards
the front of the list, only a few comparisons are enough. The worst case occurs
when the search item is at the end of the list. For example, for a list of 10,000
elements, maximum number of comparisons needed is 10,000.

b. Binary search

The linear search algorithm which we have seen is the most simple and convenient
for small arrays. But when the array is large and requires many repeated searches, it
makes good sense to have a more efficient algorithm. If the array contains a sorted
list then we can use a more efficient search algorithm called Binary Search which can
reduce the search time.

For example, suppose you want to find the meaning of the term ‘modem’ in a
dictionary. Obviously, we don’t search page by page. We open the dictionary in the
middle (roughly) to determine which half contains the term being sought. Then for
subsequent search one halfis discarded and we search in the other half. This process
is continued till we locate the required term or it results in unsuccessful search. The
second case concludes that the term is not found in the dictionary. This search
method is possible in a dictionary because the words are in sorted order.

Binary search is an algorithm which uses minimum number of searches for locating
the position of an elementin a sorted list, by checking the middle, eliminating half
of the list from consideration, and then performing the search on the remaining
half. If the middle element is equal to the searched value, then the position has been
found; otherwise the upper half or lower half is chosen for search, based on whether
the element is greater than or less than the middle element.
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Algorithm for binary search

Step 1. Start

Step 2. Accept a value in MAX as the number of elements of the array

Step 3. Accept MAX elements into the array LIST

Step 4. Accept the value to be searched in the variable ITEM

Step 5. Store the position of the first element of the list in FIRST and that of the
last in LAST

Step 6. Repeat Steps 7 to 11 While (FIRST <= LAST)

Step 7. Findthe middle position using the formula (FIRST + LAST)/2 and store it
in MIDDLE

Step 8. Compare the search value in ITEM with the element at the MIDDLE of
the list

Step 9. If the MIDDLE element contains the search value in ITEM then stop
search, display the position and go to Step 12.

Step 10. If the search value is smaller than the MIDDLE element
Then set LAST = MIDDLE - 1

Step 11. If the search value is larger than the MIDDLE element
Then set FIRST = MIDDLE + 1

Step 12. Stop

In Program 8.6, LIST is used as an integer array to store maximum of 25 numbers,
MAX as the number of elements in the array, ITEM as the element to be searched
and LOC as the position number or index of the search element. FIRST, LAST
and MIDDLE are used to the refer the first, last and middle positions respectively
of the list under consideration.

Program 8.6: Binary search to find an item in the sorted array

#include <iostream>
using namespace std;
int main ()
{ int LIST[25],MAX;
int FIRST, LAST, MIDDLE, I, ITEM, LOC=-1;
cout<<"How many elements? ";
cin>>MAX;
cout<<"Enter array elements in ascending order: ";
for (I=0; I<MAX; TI++)
cin>>LISTI[I];
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cout<<"Enter the item to be searched: ";
cin>>ITEM;
FIRST=0;
LAST=MAX-1;
while (FIRST<=LAST)
{
MIDDLE=(FIRST+LAST)/2;
if (ITEM == LIST[MIDDLE])
{
LOC = MIDDLE;
break;
}
if (ITEM < LIST[MIDDLE])
LAST = MIDDLE-1;
else
FIRST = MIDDLE+1;
}
if (LOC != -1)
cout<<"The item is found at position "<<LOC+1;
else
cout<<"The item is not found in the array";
return O;

}
The following is a sample output of Program 8.6

How many elements? 7

Enter array elements in ascending order: 21 28 33 35 45 58 61
Enter the item to be searched: 35

The item is found at position 4

Let us consider the following sorted array with 7 elements to illustrate the working
of the binary search technique. Assume that the element to be searched is 45.

0 1 2 3 4 5 6

FIRST=0

21| 28| 33| 35| 45 | 58 | 61 LAST =6

As FIRST<=LAST, let’s start iteration

0 1 2 3 4 5 6 MIDDLE = (FIRST+LAST)/2 = (0+6)/2 =3
Here LIST[3] is not equal to 45 and
21 28 33 | 35 | 45 58 | 61 |[LIST[3] is less than search element
therefore, we take

FIRST=MIDDLE+1=3+1=4,LAST=6

=
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As FIRST<=LAST, we start next iteration.

0 1 2 3 4 5 6 MIDDLE = (FIRST+LAST)/2 = (4+6)/2=5
Here LIST[5] is not equal to 45 and
21 28 33 35 45 58 61 |LIST[5] is greater than the search
element therefore, we take
FIRST =4, LAST = MIDDLE - 1=5-1=4,

As FIRST<=LAST, we start next iteration
0 1 2 3 4 5 6

MIDDLE = (FIRST+LAST)/2 = (4+4)/2 =4
21 28| 33 | 35 | 45 | 58 | 61 |Here LIST[4] is equal to 45 and the
search terminates successfully.

In Binary search, an array of 100,00,00,000 (hundred crores) elements requires a
maximum of only 30 comparisons to search an element. If the number of elements
in the array is doubled, only one more comparison is needed.

Table 8.1 shows how linear search method differs from binary search:

Linear search method Binary search method

The elements need not be in any order |® The elements should be in sorted order

® Takes more time for the process ® Takes very less time for the process
® May need to visit all the elements ® All the elements are never visited
e Suitable when the array is small e Suitable when the array is large

Table 8.1: Comparison of linear and binary search methods

8. 3 Two dimensional (2D) arrays

Suppose we have to store marks of 50 students in six different subjects. Here we
can use six single dimensional arrays with 50 elements each. But managing these
data with this arrangement is not an easy task. In this situation we can use an array
of arrays or two dimensional arrays.

A two dimensional array is an array in which each element itself is an array. For
instance, an array AR[m]|[n] is a 2D array, which contains m single dimensional
arrays, each of which has n elements. Otherwise we can say that AR[m][n] is a table
containing m rows and n columns.

8.3.1 Declaring 2D arrays
The general form of a two dimensional array declaration in C+ + is as follows :
data_type array_name[rows] [columns];

where data_type is any valid data type of C++ and elements of this 2D array will
be of this type. The rows refers to the number of rows in the array and columns
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refers to the number of columns in the array. The indices (subscripts) of rows and
columns, start at 0 and ends at (rows-1) and (columns-1) respectively. The
following declaration declares an array named marks of size 5 X 4 (5 rows and 4
columns) of type integer.

int marks([5][4];
The elements of this array are referred to as marks[0] [0], marks[0][1],
marks[0] [2],marks[0] [3],marks[1] [0],marks[1][1],.., marks[4][3]
as shown in Figure 8.4.

Columns
0 1 2 3

marks [1][2]

I\

marks [4] [1]

3 //
L~

Fig. 8.4:Structuire of a 2D array

The amount of storage required to hold a two dimensional array depends upon its
base type, number of rows and number of columns. The formula to calculate total
number of bytes required for a 2D array is as follows:

total_bytes = sizeof(base type) X number of rows X number of columns

For instance, the above declared array marks [5] [4] requires 4X5X4=80 bytes.

8.3.2 Matrices as 2D arrays

Matrix is a useful concept in mathematics. We know that a matrixisasetof m X n
numbers arranged in the form of a table with m rows and 7 columns. Matrices can
be represented through 2D arrays. The following program illustrates some
operations on matrices. To process a 2D array, you need to use nested loops. One
loop processes the rows and other the columns. Normally outer loop is for rows
and inner loop is for columns. Program 8.7 creates a matrix mat with m rows and n
columns.




Program 8.7: To create a matrix with m rows and n columns

#include <iostream>
using namespace std;
int main ()
{ int m, n, row, col, mat[10][10];
cout<< "Enter the order of matrix: ";
cin>> m >> n;
cout<<"Enter the elements of matrix\n";
for (row=0; row<m; row++)
for (col=0; col<n; col++) Creation of the
cin>>mat [row] [col]; 4”“5:% matrix

cout<<"The given matrix is:";

for (row=0; row<m; row++)

{

Display the elements
in matrix format

cout<<endl;
for (col=0; col<n; col++)
cout<<mat [row] [col]l<<"\t";

}

return O;

A sample output of Program 8.7 is given below:

Enter the order of matrix: 3 4
Enter the elements of matrix
1 2 3 4 2 3 4 5 3
The given matrix is:

1 2 3 4

2 3 4 5

3 4 5 6

Let us see a program that accepts the order and elements of two matrices and

displays their sum. Two matrices can be added only if their order is the same. The
elements of the sum matrix are obtained by adding the corresponding elements of
the operand matrices. If A and B are two operand matrices, each element in the
sum matrix C will be of the form C[i][j] = A[i][j] + B[i][j], where i indicates the row
position and j the column position.
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Program 8.8: To find the sum of two matrices if conformable

#include <iostream>
#include <cstdlib>
using namespace std;
int main()

To use exit()
function

{ int ml, nl, m2, n2, row, col;
int A[10][10], B[10][10], Cf[10][101;
cout<<"Enter the order of first matrix: ";
cin>>ml>>nl;
cout<<"Enter the order of second matrix: ";
cin>>m2>>n2;
if (ml!=m2 || nl!=n2)
{

cout<<"Addition is not possible";

exit (0); .
y Program terminates

cout<<"Enter the elements of first matrix\n";
for (row=0; row<ml; row++)
for (col=0; col<nl; col++)
cin>>A[row] [col];
cout<<"Enter the elements of second matrix\n";
for (row=0; row<m2; row++)
for (col=0; col<n2; col++)
cin>>B[row] [col];
for (row=0; row<ml; row++) Instead of m1 and nl, we
for (col=0; col<nl; col++) can use m2 and n2.
Clrow] [col] = Aflrow] [col] + Blrow] [col];
cout<<"Sum of the matrices:\n";
for (row=0; row<ml; row++)

{

Creation of first
matrix

Creation of
second matrix
Matrix addition process.

cout<<endl;
for (col=0; col<nl; col++)
cout<<Cl[row] [col]l<<"\t";

}

A sample output of Program 8.8 is given below:

Enter the order of first matrix: 3 4

Enter the order of second matrix: 3 4

Enter the elements of first matrix

2 5 -3 7 Here the elements are
5 17 4 9 entered in matrix form.

But it is not essentia
-3 0 9 -5
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Enter the elements of second matrix

1 4 3 5

4 -5 7 13

3 -4 7 9
Sum of the matrices:
3 9 0 12

9 7 11 22

0 -4 13 4

The subtraction operation on matrices can be performed in the same fashion as in
Program 8.8 except that the formula is C[i][j] = A[i][j] — B[i][j].

Now, let us write a program to find the sum of the diagonal elements of a square
matrix. A matrix is said to be a square matrix, if the number of rows and columns
are the same. Though there are two diagonals for a square, here we mean the elements
mat[0] [0],mat[1][1],mat[2][2],...,mat[n-1] [n-1], where mat
is the 2D array. These diagonal elements are called leading or major diagonal
elements. Program 8.9 can be used to find the sum of the major diagonal elements.

Program 8.9: To find the sum of major diagonal elements of a matrix

#include <iostream>
using namespace std;
int main ()
{ int mat[10][10], =n, i, 3, s=0;

cout<<"Enter the rows/columns of square matrix: ";
cin>>n;
cout<<"Enter the elements\n";
for (i=0; di<n; i++)

for (j=0; Jj<n; J++)

cin>>mat[1i][]];

cout<<"Major diagonal elements are\n";
for (i=0; di<n; i++)

{

Accesses only the

diagonal elements to

cout<<mat[i][1]<<" find the sum
s = s + mat[i][i];

}

cout<<"\nSum of major diagonal elements is: "

cout<<s;

return O0;
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When Program 8.9 is executed the following output is obtained:

Enter the rows/columns of square matrix: 3
Enter the elements

3 5 -2

7 4 0

2 8 -1

Major diagonal elements are
3 4 -1

Sum of major diagonal elements is: 6

Each matrix has a transpose. Itis obtained by converting row elements into column
elements or vice versa. Program 8.10 shows this process.

Program 8.10: To find the transpose of a matrix

#include <iostream>
using namespace std;
int main()

{ int ar[10][10], m, n, row, col;
cout<<"Enter the order of matrix: ";
cin>>m>>n;

cout<<"Enter the elements\n";
for (row=0; row<m; row++)
for (col=0; col<n; col++)
cin>>ar [row] [col];
cout<<"Original matrix is\n";
for (row=0; row<m; row++)
{
cout<<"\n";
for (col=0; col<n; col++)
cout<<ar [row] [col]l<<"\t";
}
cout<<"\nTranspose of the entered matrix is\n";
for (row=0; row<n;

{

row++)

Note that the
. positions of row size
cout<<"\n"; and column size are
for (col=0; col<m; changed in loops
cout<<ar[col] [row]<<"\t";

) ,
return 0; Subscripts also changed
their positions
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A sample output of Program 8.10 is given below:

Enter the order of matrix: 4 3

Enter the elements

3 5 -1

2 12 0 These elements can
6 8 4 be entered in a
7 -5 6 single line
Original matrix is

3 5 -1

2 12 0

6 8 4

7 -5 6

Transpose of the entered matrix is

3 2 6 7

5 12 8 -5

-1 0 4 6

When data is arranged in tabular form, in some situations, we may need sum of

elements of each row as well as each column. Program 8.11 helps the computer to
perform this task.

Program 8.11: To find the row sum and column sum of a matrix

#include <iostream>
using namespace std;
int main()
{
int ar[10][10], rsum[1l0]={0}, csum[10]={0};
int m, n, row, col;
cout<<"Enter the number of rows & columns in the array: "
cin>>m>>n;
cout<<"Enter the elements\n";
for (row=0; row<m; row++)

for (col=0; col<n; col++)

cin>>ar [row] [col];

for (row=0; row<m; row++)

Row elements
and column elements are
added separately and each
sum is stored in respective
locations of the arrays
concerned

for (col=0; col<n; col++)
{
rsum[row] += a
csum|[col] += a
}

cout<<"Row sum of the 2D array is\n";
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for (row=0; row<m; row++)
cout<<rsum[row]<<"\t";

cout<<"\nColumn sum of the 2D array is\n";

for (col=0; col<n; col++)
cout<<csum[col]<<"\t";

return O;

}

A sample output of Program 8.11 is given below:

Enter the number of rows & columns in the array: 3 4
Enter the elements

3 12 5 0

4 -6 2 1

5 7 -6 2

Row sum of the 2D array 1is

20 1 8

Column sum of 2D array is

12 13 1 3

8.4 Multi-dimensional arrays

Each element of a 2D array may be another array. Such an array is called 3D (Three
Dimensional) array. Its declaration is as follows:

data_type array_name[size_1][size_2][size_31;

The elements of a 3D array are accessed using three subscripts. If ar[10][5][3] is
declared as a 3D array in C++, the first element is referenced by ar[0][0][0] and the
last element by ar[9][4][2]. This array can contain 150 (10 X 5 X 3) elements. Similarly
more sizes can be specified while declaring arrays so that multi-dimensional arrays
are formed.

< Let us sum up

Array is a collection of elements placed in contiguous memory locations
identified by a common name. Each element in an array is referenced by
specifying its subscript with the array name. Array elements are accessed easily
with the help of for loop. Operations like traversing, sorting and searching
are performed on arrays. Bubble sort and selection sort methods are used to
sort the elements. Linear search and binary search techniques are applied to
search an element in an array. Two dimensional arrays are used to solve matrix
related problems. We need two subscripts to refer to an element of 2D array.
Besides 2D arrays, it is possible to create multidimensional arrays in C++.

]
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Learning outcomes

After the completion of this chapter learner will be able to

-

o

e

identify scenarios where an array can be used.

declare and initialize single dimensional and 2D arrays.

o develop logic to perform various operations on arrays like sorting and
searching,

o  solve matrix related problems with the help of 2D arrays.

Lab activity

1. Write a C++ program to input the amount of sales for 12 months into an
array named SalesAmt. After all the input, find the total and average amount
of sales.

2. Write a C++ program to create an array of N numbers, find the average
and display those numbers greater than the average.

3. Write a C++ program that specifies three one-dimensional arrays named price,
quantity and amount. Each array should be capable of holding 10 elements.
Use a for loop to input values to the arrays price and quantity. The entries in
the array amount should be the product of the corresponding values in the
arrays price and quantity (i.e. amount[i] = price[i] Xquantity[i]). After all the
data has been entered, display the following output, with the corresponding
value under each column heading as follows:

Price Quantity Amount

4. Write a C++ program to input 10 integer numbers into an array and determine
the maximum and minimum values among them.

5. Write a C++ program which reads a square matrix of order n and prints the
upper triangular elements. For example, if the matrix is

2 3 1

7 1 5

2 5 1
The output should be 2 3 1
1 5
1
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6. Write a program which reads a square matrix of order n and prints the lower
triangular elements. For instance, if the matrix is

2 3 1
7 1 5
2 5 7
The output will be 2
7 1
2 5 7

7. Write a C++program to find the sum of leading diagonal elements of a matrix.
8.  Write a C++ program to find the sum of off diagonal elements of a matrix.

9. Write a program to print the Pascal’s triangle as shown below:

1

1 2 1

1 3 1

1 4 6 4 1

Very short answer type

1. All the elements in an array must be data type.

2. The elements of an array with ten elements are numbered from __ to__

3. Anarray element is accessed using

4. If ARisan array, which element will be referenced using AR [ 717

5. Consider the array declaration int a[3]={2, 3, 4}; What is the value of
a[ll?

6. Consider the array declaration int a[ 1={1,2,4}; What is the value of
afll?

7. Consider the array declaration int a[5]={1,2,4}; Whatis the value of
a[4]?

8.  Write array initialization statements for an array of 6 scores: 89,75, 82,93, 78,
95.

9. Printing all the elements of an array is an example for ____ operation.

10. How many bytes are required to store the array int a[2] [3];?

11. Inanarray of m elements, Binary search required maximum of n search for
finding an element. How many search required if the number of elements is

doubled?

=
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12.
13.

Write the statement to initialize an array of 10 marks with value 0.

State True or false: The compiler will complain if you try to access array element
16 in a ten-element array.

Short answer type

1.

Define an Array.
What does the declaration int studlist[1000]; mean?
How is memory allocated for a single dimensional array?

Write C++ statements to accept an array of 10 elements and display the count
of even and odd numbers in it.

Write the initialization statement for an array num with values 2, 3, 4, 5.
What is meant by traversal?

Define sorting,

What is searching?

What is bubble sort?

What is binary search?

. Define a 2D array.
12.

How is memory allocated for a 2D array?

Long answer type

1.

An array AR contains the elements 25, 81, 306, 15, 45, 58, 70. Illustrate the
working of binary search technique for searching an element 45.

Write C++ statements to accept two single dimensional array of equal length
and find the difference between corresponding elements.

Ilustrate the working of bubble sort method for sorting the elements 32, 25,
44,16, 37, 12.

If 24,45, 98, 506,76, 24, 15 are the elements of an array, illustrate the working
of selection sort for sorting.

Write a program to find the difference between two matrices.

Write a program to find the sum and average of elements in a 2D array.

Write a program to find the largest element in a 2D array.



String handling using arrays

Memory allocation for

strings

Input/output operations on

strings

Console functions for

Character 1/0

o getchar()

o putchar()

Stream functions for 1/0

operations

o Input functions - get(),
getline()

o Output functions - put(),
write()

String Handling and
I/0 Functions

We have learnt that array is the effective
mechanism to handle large number of
homogeneous type of data. Most of the
programs that we discussed are used to process
numeric type data. We know that there are
string type data also. In this chapter we will see
how string data are stored and processed. Also
we will discuss some built-in functions to
petform input/output operations on string
and character data.

9.1 String handling using arrays

We know that string is a kind of literal in C++
language. It appears in programs as a sequence
of characters within a pair of double quotes.
Imagine that you are asked to write a program
to store your name and display it. You have
learned that variables are required to store data.
Let us take the identifier my_name as the
variable. Remember that in C++, a variable is
to be declared before it is used. A declaration
statement is required for this and it begins with
a data type. Which data type should be used to
declare a variable to hold string data? There is
no basic data type to represent string data. You
may think of char data type. But note that the
variable declared using char can hold only one
character. Here we have to input string which
is a sequence of characters.
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Let us consider a name “Niketh”. It is a string consisting of six characters. So it
cannot be stored in a variable of char type. But we know that an array of char
type can hold more than one character. So, we declare an array as follows:

char my_name[10];

Itis sure that ten contiguous locations, each with one byte size, will be allocated for
the array named my_name. If we follow the usual array initialization method, we
can store the characters in the string “Niketh” as follows:

char my_name[10]={'N"', 'i', 'k', 'e', 't', 'h'};
Figure 9.1 shows the memory allocation for the above declared character array.
Note that we store the letters in the string, separated by commas. If we want to
input the same data, the following C++ statement can be used:
for (int i=0; i<6; 1i++)
cin >> my_name[i];
During the execution of this statement, we have to input six letters of “Niketh”

one after the other separated by Space bar, Tab or Enter key. The memory allocation
in both of these cases may be shown as follows:

N| i | k|e |t |n @

0 1 2 3 4 5 6 7 8 9

Fig. 9.1 : Memory allocation for the character array

So, let us conclude that a character array can be used to store a string, since it is a
sequence of characters. However, it is true that we do not get the feel of inputting
a string. Instead, we input the characters constituting the string one by one.

In C++, character arrays have some privileges over other arrays. Once we declare a
character array, the array name can be considered as an ordinary variable that can
hold string data. Let’s say that a character array name is equivalent to a string variable.
Thus your name can be stored in the variable my_name (the array name) using the
following statement:

cin >> my_name;

Itis important to note that this kind of usage is wrong in the case of arrays of other
data types. Now let us complete the program. It will be like the one given in Program
9.1.




Program 9.1: To input a string and display

#include <iostream>
using namespace std;
int main ()

{

char my_name[10];

cout << "Enter your name: ";
cin >> my_name;
cout << "Hello " << my_name;

}

On executing this program you will get the output as shown below.

Enter your name: Niketh
Hello Niketh

Note that the string constant is not "Hello", but "Hello " (a white space is
given after the letter o).

Run Program 9.1 and input your full name by expanding the initials
. ifany, and check whether the output is correct or not. If your name
& contains more than 10 characters, increase the size of the array as

_ needed.

9.2 Memory allocation for strings

We have seen how memory is allocated for an array of characters. As Figure 9.1
shows, the memory required depends upon the number of characters stored. Butif
we input a string in a character array, the scene will be different. If we run Program
9.1 and input the string Niketh, the memory allocation will be as shown in Figure

9.2.
.  Astay Name.

N i k e t h \0

7

0 1 2 3 4 5 6 7 8 9

Fig. 9.2 : Memory allocation for the character array

Note that a null character '\0' is stored at the end of the string. This character is
used as the string terminator and added at the end automatically. Thus we can say
that memory required to store a string will be equal to the number of characters in
the string plus one byte for null character. In the above case, the memory used to
store the string Niketh is seven bytes, but the number of characters in the string is
only six.
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As in the case of variable initialization, we can initialize a character array with a
string as follows:

char my_name[10] = "Niketh";

char str[] = "Hello World";
In the first statement 10 memory locations will be allocated and the string will be
stored with null character as the delimiter. The last three bytes will be left unused.
But for the second statement, size of the array is not specified and hence only 12
bytes will be allocated (11 bytes for the string and 1 for *'\0").

9.3 Input/Output operations on strings

Program 9.1 contains input and output statements for string data. Let us modity
the declaration statement by changing the size of the array to 20. If we run the
program by entering the name Maya Mohan, the output will be as follows:

Enter your name: Maya Mohan
Hello Maya

Note that though there is enough size for the array, we get only the word "Maya"
as the output. Why does this happen?

Let us have a close look at the input statement: cin>>my_name;. We have
experienced that only one data item can be input using this statement. A white
space is treated as a separator of data. Thus, the input Maya Mohan is treated as
two data items, Maya and Mohan separated by white space. Since there is only one
input operator (>>) followed by a variable, the first data (i.e., Maya) is stored. The
white space after "Maya" is treated as the delimiter.

So, the problem is that we are unable to input strings containing white spaces. C++
language gives a solution to this problem by a function, named gets () . The function
gets () is a console input function used to accept a string of characters including
white spaces from the standard input device (keyboard) and store it in a character
array.

The string variable (character array name) should be provided to this function as
shown below:
gets(character_array_name) ;

When we use this function, we have to include the library file stdio.h in the

program. Let us modify Program 9.1, by including the statement

#include<cstdio>, and replacing the statement cin>>my_name; by

gets (my_name) ;. After executing the modified program, the output will be as follows:
Enter your name: Maya Mohan

Hello Maya Mohan
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The output shows the entire string that we input. See the difference between gets ()
and cin.

Though we are not using the concept of subscripted variable for the input and
output of strings, any element in the array can be accessed by specifying its subsctipt
along with the array name. We can access the first character of the string by
my_name [ 0], fifth character by my_name [4] and so on. We can even access the
null character (' \0") by its subscript. The following program illustrates this idea.

Program 9.2: To input a string and count the vowels in a string

#include <iostream>
#include <cstdio>
using namespace std;
int main ()
{
char str[20];
int vow=0;
cout<<"Enter a string: ";
gets(str);
for (int 1=0; str[i]!="'\0"; 1i++)
switch(str[i])

Header file for
using gets( )
function

Condition will be true as
long as the null character is
not retrieved

1
case ‘a4 Each character in the array will
1ot .
case ‘¢ be compared with the constants
case 'i' g
for matching
case 'o':
case 'u' VOW++;

}

cout<<"No. of vowels in the string "<<str<<" is "<<vow;
return 0;

}

If we run Program 9.2 by inputting the string “hello guys”, the following output
can be seen:

Enter a string: hello guys
No. of vowels in the string hello guys is 3

Now; let us analyse the program and see how it works to give this output.
o Inthe beginning, the gets () function is used and so we can input the string
"hello guys".

e Thebody of the for loop will be executed as long as the element in the array,
referenced by the subscript 1, is not the null character (*\0"). That is, the
body of the loop will be executed till the null character is referenced.
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o  Thebody of the loop contains only a switch statement. Note that, no statements
are given against the first four cases of the switch. In the last case, the variable
vow is incremented by 1. You may think that this is required for all the cases.
Yes, you are right. But you should use the break statement for each case to
exit the switch after a match. In this program the action for all the cases are
the same and that is why we use this style of code.

o  While the for loop iterates, the characters will be retrieved one by one for
matching against the constants attached to the cases. Whenever a match is found,

the variable vow is incremented by 1.

o  Asper the input string, matches occur when the value of i becomes 1,4 and 7.
Thus, the variable vow is incremented by 1 three times and we get the correct
output.

We have seen how gets () function facilitates input of strings. Just like the other
side of a coin, C++ gives a console function named puts () to output string data.
The function puts () is a console output function used to display a string data on
the standard output device (monitor). Its syntax is:

puts (string_data);
The string constant or variable (character array name) to be displayed should be
provided to this function. Observe the following C++ code fragment:

char str[10] = "friends";
puts ("hello");
puts(str);

The output of the above code will be as follows:

hello
friends

Note that the string "friends" in the character array str [10] is displayed in a
new line. Try this code using cout<<“hello”; and cout<<str; instead of the
puts () functions and see the difference. The output will be in the same line without
a space in between them in the case of cout statement.

Predict the output, if the input is “HELLO GUYS” in Program 9.2.
- Execute the program with this input and check whether you get
& correct output. Find out the reason for difference in output. Modify

Let us do the program to get the correct output for any given string.
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9.4 Console functions for character I/0

We have discussed functions for input/output operations on strings. C++ also
provides some functions for performing input/ouput operations on characters.
These functions require the inclusion of header file estdio (stdio.h in Turbo
C++ IDE) in the program.

getchar ()

This function returns the character that is input through the keyboard. The character
can be stored in a variable as shown in the example given below:

char ch = getchar();

We have seen puts () function and its advantage in string output. Let us have a
look at a function used to output character data.

putchar ()

This function displays the character given as the argument on the standard output
unit (monitor). The argument may be a character constant or a variable. If an integer
value is given as the argument, it will be considered as an ASCII value and the
corresponding character will be displayed. The following code segment illustrates
the use of putchar () function.

char ch = 'B'; //assigns 'B' to the variable ch
putchar (ch) ; //displays 'B' on the screen
putchar('c'); //displays 'c' on the screen
putchar (97) ; //displays 'a' on the screen

Program 9.3 illustrates the working of these functions. This program allows inputting
a string and a character to be searched. It displays the number of occurrences of a
character in the string;

Program 9.3: To search for a character in a string using console functions

#include <iostream>
#include <cstdio>
using namespace std;
int main ()
{
char str[20], ch;
int i, num=0;
puts ("Enter a string:"); //To print '\n' after the string
gets(str);//To accept a string with white spaces
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cout<<"Enter the character to be searched: A
ch=getchar(); //To input the character to be searched
/* A loop to search for the character and count its
occurrences in the string. Search will be
terminated when a null character is found =y
for (1i=0; str[i]!='\0"; 1i++)
if (str[i]==ch)
num++ ;
cout<<"The string \'"<<str<<"\' uses the character \'";
putchar (ch);
cout<<"\' ")<<num<<" times";
return O;

}

Program 9.3 uses all the console functions we have discussed. The following is a
sample output of this program:

Enter a string:

I have a Dream

Enter the character to be searched: a
The string 'I have a Dream' uses the character 'a' 3 times

Check yourself

Which character is used to delimit the string in memory?

Write the statement to declare a variable for storing "Save Earth".
Name the header file required for using console I/O functions.
How many bytes are required to store the string "Be Positive"?
How does puts ("hello") ; differ from cout<<"hello";?

A g B =

9.5 Stream functions for I/0 operations

C++ provides another facility to perform input/output operations on chatracter
and strings. Itis in the form of functions that are available in the header file iost ream.
These functions are generally called stream functions since they allow a stream of
bytes (data) to flow between memory and objects. Devices like the keyboard and
the monitor are referenced as objects in C++. Let us discuss some of these functions.

A. Input functions

These functions allow the input of character and string data. The input functions
such as get () and getline () allow a stream of bytes to flow from input object
into the memory. The object cinis used to refer to keyboard and hence whenever

¥ =
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we input data using keyboard, these functions are called or invoked using this object
as cin.get () and cin.getline (). Note that a period symbol (.), called dot
operator is used between the object cin and the function.

i. get ()

It can accept a single character or multiple characters (string) through the keyboard.
To accept a string, an array name and size are to be given as arguments. Following
code segment illustrates the usage of this function.

char ch, str[10];

ch=cin.get (ch); //accepts a character and stores in ch
cin.get (ch); //equivalent to the above statement
cin.get (str,10); //accepts a string of maximum 10 characters

ii. getline ()
It accepts a string through the keyboard. The delimiter will be Enter key, the number

of characters or a specified character. This function uses two syntaxes as shown in
the code segment given below.

char ch, str[10];

int len;

cin.getline(str, len); // With 2 arguments
cin.getline(str, len,ch); // With 3 arguments

In the first usage, get1ine () function has two arguments - a character array (here
itis, str) and an integer (1en) that represents maximum number of characters that
can be stored. In the second usage, a delimiting character (content of ch) can also
be given along with the number of characters. While inputting the string, only
(Len-1) characters, or characters upto the specified delimiting character, whichever
occurs first will be stored in the array.

B. Output functions

Output functions like put () and write () allow a stream of bytes to flow from
memory into an output object. The object cout is used with these functions since
we use the monitor for the output.

i. put ()

Itis used to display a character constant or the content of a character variable given
as argument.

char ch='c"';
cout .put (ch) ; //character 'c' is displayed
cout.put ('B'); //character 'B' is printed

cout.put (65) ; //character 'A' 1is printed
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ii. write ()
This function displays the string contained in the argument. For illustration see the
example given below.

char str[10]="hello";

cout.write(str,10);
The above code segment will dispaly the string he11lo followed by 5 white spaces,
since the second argumentis 10 and the number of characters in the string is 5.

Program 9.4: To illustrate the working of stream input/output functions

#include <iostream>
#include <cstring> //To use strlen() function
using namespace std;
int main()
{
char ch, str[20];

cout<<"Enter a character: ";

cin.get(ch); //To input a character to the variable ch
cout<<"Enter a string: ";

cin.getline(str,10,"'."); //To input the string

cout<<"Entered character is:\t";

cout.put (ch) ; //To display the character
cout.write("\nEntered string is:",20);
cout.write(str,strlen(str));

return O;

}

On executing Program 9.4, the following output will be obtained:

Enter a character: p

Enter a string: hello world
Entered character is: P
Entered string is:

hello wo

Let us discuss what happens when the program is executed. In the beginning, get ()
function allows to input a character, say p. When the function getline() is
executed, we can input a string, say hello world. The put () function is then
executed to display the character p. Observe that the write () function displays
only hello woinanew line. In the getline () function, we specified the integer
10 as the maximum number of characters to be stored in the array str. Usually 9
characters will be stored, since one byte is reserved for '\0' character as the string




terminator. But the output shows only 8 characters including white space. This is
because, the Enter key followed by the character input (p) for the get () function,
is stored as the '\n"' character in the first location of str. Thatis why, the string,
hello wo is displayed in a new line.

If we run the program, by giving the input hello.world, the output will be as
follows: Observe the change in the content of str.

Note the dot
character (.)

Enter a character: a

Enter a string: hello.world
Entered character is: a
Entered string is:
hello
The change has occurred because the getline () function accepts only the
characters that appear before the dot symbol.

Be careful while using these functions, because pressing of any
key does matter a lot in the input operation. So you may not get
the outputs as you desire. Another point you have to notice is
that, strlen () functionis used in the write() function. Instead
of using this function, you can provide a number like 10 or 20. But the output
will be the string you input, followed by some ASCII characters, if the
number of characters is less than the given number. When you use strlen(),
you are actually specifying the exact number of characters in the string.
More about this function will be discussed in chapter 10. You can use this

function only if you include cstring file.

The following table compares the stream functions. But it is not
. complete. Fill up the table and check whether your entries are correct
— by comparing with that of your friends.

Comparison Aspect Console Functions Stream Functions

Headerﬁle required ............................................................

U Mention the function name| Use object name followed by
sage format

with required data or variable | dot operator and function name
within parentheses with required data or variable.

Keyboard or monitor is not
mentioned

Device reference

Examples | s
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Check yourself

1. Name the stream function to input a character data.

2. Write a C++ statement to display the string "Smoking is injurious to
health" using write () function.

3. Name the header file required for using stream I/O functions.

4.  Write down the syntax of get Line () function.

< Let us sum up

Array of characters is used to handle strings in C++ programs. While
allocating memory for string, a null character (' \0") is placed as the delimiter.
Different console functions atre available to perform input/output operations
on strings. These functions are available in the header file cstdio. The header
file iostream provides some stream function for the input and output of
strings.

~ WM Learning outcomes

IE

After the completion of this chapter the learner will be able to

o use character arrays for string handling,
« use various built-in functions for I/ O operations on character and string data.

e  compare console functions and stream functions.

Lab activity

1. Write a program to input a string and find the number of uppercase letters,
lowercase letters, digits, special characters and white spaces.

Write a program to count the number of words in a sentence.

3. Write a program to input a string and replace all lowercase vowels by the
corresponding uppercase letters.

4. Write a program to input a string and display its reversed string using console
1/0O functions only. For example, if the inputis "AND", the output should be
"DNA" .
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5. Write a program to input a word (say COMPUTER) and create a triangle as

follows:
C
C O
C O M
C O M P
C O M P U
C O M P U T
C O M P U T E
C O M P U T E R

6. Write a program to input a line of text and display the first characters of each
word. Use only console I/O functions. For example, if the inputis "Save Water,
Save Nature", the output should be "SWSN"

7. Write a program to check whether a string is palindrome or not. (A string is
said to be plaindrome if it is the same as the string constituted by reversing the
characters of the original string. eg. "MALAYALAM")

Very short answer type
1. What will the output of the statement: putchar (97) ; be?
2. Distinguish between console functions and stream functions.
3. Write a C++ statement to input the string “Computer’” using get () function.
4. Write down the output of the following code segment:
puts (“hello”);

puts (“friends”);

Short answer type

1. Predict the output of the following code segment:

char str[] = *“Program”;
for (int 1=0; str[i] !'= “\0’; ++1)
{
putchar (str[i]);
putchar (‘=");
}
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2. Identify the errors in the following program and give reason for each.

#include<iostream>

using namespace std;

int main()

{
char ch, str[10];
write (“Enter a character”);
ch=getchar () ;
puts (“Enter a string”);
cin.getline(str);
cout<< “The data entered are “ <<ch;
putchar (str) ;

3. Observe the following functions. If the statement is valid, explain what happens
when they are executed. If invalid, state reasons for it. (Assume that the variables
are valid)

(a) getchar (ch) ; (b) gets(str[5]);
(c) putchar (“hello”); (d)cin.getline(name, 20, “‘,7);
(e) cout.write (“hello world”, 10);

4. Read the following statements:
char name[20];
cin>>name;
cout<<name;
What will be the output if you input the string “Sachin Tendulkar”? Justify
your answer. Modify the code to get the entered string as the output.
Long answer type

1. Explain the console I/O functions with examples.
2. Briefly desctibe the stream I/O functions with examples.
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We discussed some simple programs in the
previous chapters. But to solve complex
problems, larger programs running into
thousands of lines of code are required. As
discussed in Chapter 4, complex problems are
divided into smaller ones and programs to solve
each of these sub problems are written. In other
words, we break the larger programs into
smaller sub programs. In C++, function is a way
to divide large programs into smaller sub
programs. We have already seen functions like
main(), sqgrt (), gets (), getchar (), etc.
The functions, except main (), are assigned
specific tasks and readily available for use. So,
these functions are known as built-in functions
or predefined functions. Besides such functions,
we can define functions for a specific task. These
are called user-defined functions. In this chapter
we will discuss more predefined functions and
learn how to define our own functions. Before
going into these, let us familiarise ourselves with
a style of programming called modular
programming,

10.1 Concept of modular
programming

Let us consider the case of a school management
software. Itis a very large and complex software
which may contain many programs for different
tasks. The complex task of school management
can be divided into smaller tasks or modules
and developed in parallel, and later integrated
to build the complete software as shown in
Figure 10.1.
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In programming, the entire problem will be divided into small sub problems that
can be solved by writing separate programs. This kind of approach is known as
modular programming. Fach sub task will be considered a module and we write
programs for each module. The process of breaking large programs into smaller
sub programs is called modularisation. Computer programming languages have
different methods to implement modularization. The sub programs are generally
called functions. C++ also facilitates modular programming with functions.
Merits of modular programming

The modular style of programming has several advantages. It reduces the complexity
and size of the program, makes the program more readable, improves re-usability
and makes the debugging process easy. Let us discuss these features in detail:

Reduces the size oftbe program: In some cases, certain instructions in a program
may be repeated at different points of the program. Consider the expression

5 7
X +y
Jx+ \/; . To evaluate this expression for the given values of x and y, we have to

use instructions for the following:

find the 5* power of x
find the 7" power of y
add the results obtained in steps 1 and 2

1

2

3

4.  find the square root of x

5. find the square root of y

6. add the results obtained in steps 4 and 5

7. divide the result obtained in step 3 by that in step 6

We know that separate loops are needed to find the results of step 1 and 2. Can you
imagine the complexity of the logic to find the square root of a number? Itis clear
that the program requires the same instructions to process different data at different
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points. The modular approach helps to isolate the repeating task and write
instructions for this. We can assign a name to this set of instructions and this can be
invoked by using that name. Thus program size is reduced.

Less chances of error: When the size of the program is reduced, naturally syntax
errors will be less in number. The chances of logical error will also be minimized.
While solving complex problems we have to consider all the aspects of the problem,
and hence the logic of the solution will also be complex. But in a modularized
program, we need to concentrate only on one module at a time. If any error is
identified in the output, we can identify the module concerned and rectify the error
in that module only.

Reduces programming complexity: The net result of the two advantages
discovered above is reducing programming complexity. If we properly divide the
problem into smaller conceptual units, the development of logic for the solution
will be simpler. Thus modularization reduces the programming complexity by
bringing down our mind to a simplified task at a time, reducing the program size
and making the debugging process easy.

Improwves reusability: A function written once may be used later in many other
programs, instead of starting from scratch. This reduces the time taken for program
development.

Demerits of modular programming

Though there are significant merits in modular programming, proper breaking down
of the problem is a challenging task. Each sub problem must be independent of
the others. Utmost care should be taken while setting the hierarchy of the execution
of the modules.

10.2 Functionsin C++ s T

Water \ { Coffee Powder
Let us consider the case of a coffee making machine and o L
discuss its functioning based on Figure 10.2. Water, milk,
sugar and coffee powder are supplied to the machine. The
machine processes it according to a set of predefined
instructions stored in it and returns the coffee which is
collected in a cup. The instruction-set may be as follows:

1. Get 60 ml milk, 120 ml water, 5 gm coffee powder and Fig. 10.2 : Functioning of
20 gm sugar from the storage of the machine. a coffee making machine

2. Boil the mixture

Coffee

3. Pass it to the outlet.
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Usually there will be a button in the machine to invoke this procedure. Let us name
the button with the word “MakeCoffee”. Symbolically we can represent the
invocation as:

Cup = MakeCoffee (Water, Milk, Sugar, Coffee Powder)

We can compare all these aspects with functions in programs. The word
“MakeCoffee” is the name of the function, “Water”, “milk”, “sugar” and “coffee
powder” are parameters for the function and “coffee” is the result returned. Itis
stored in a “Cup”. Instead of cup, we can use a glass, tumbler or any other container.

Similarly, a C++ function accepts parameters, processes it and 5 5\ {2 6
returns the result. Figure 10.3 can be viewed as a function Add g
that accepts 3, 5, 2 and 6 as parameters, adds them and returns
the value which is stored in the variable C. It can be written as:
C=Add (3,5,2,6)
We can say that function is a named unit of statements in a N{%
program to perform a speciﬁ; task as Part of the solution. Itis Fig. | O.§ Addition
not necessary that all the functions require some parameters and function
all of them return some value. C++ provides a rich collection
of functions ready to use for various tasks. The functions clrscr (), getch(),
sqrt (), etc. are some of them. The tasks to be performed by each of these are
already written, debugged and compiled, their definitions alone are grouped and
stored in files called header files. Such ready-to-use sub programs are called
predefined functions or built-in functions.

While writing large programs, the predefined functions may not suffice to apply
modularization. C++ provides the facility to create our own functions for some
specific tasks. Everything related to a function such as the task to be carried out, the
name and data required are decided by the user and hence they are known as user-
defined functions.

What is the role of main () function then? It may be considered as user-defined in
the sense that the task will be defined by the user. We have learnt that it is an essential
function in a C++ program because the execution of a program begins inmain ().
Withoutmain (), C++ program will not run. All other functions will be executed

when they are called or invoked (or used) in a statement.

10.3 Predefined functions

C++ provides a number of functions for various tasks. We will discuss only the
most commonly used functions. While using these functions, some of them require
data for performing the task assigned to it. We call them parameters or arguments
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and are provided within the pair of parentheses of the function name. There are
certain functions which give results after performing the task. This result is known
as value returned by the function. Some functions do not return any value, rather
they perform the specified task. In the following sections, we discuss functions for
manipulating strings, performing mathematical operations and processing character
data. While using these functions the concerned header files are to be included in
the program.

10.3.1 String Functions

Several string functions are available in C++ for the manipulation of strings. As
discussed in Chapter 9, C++ does not have a string data type and hence an array of
characters is used to handle strings. So, in the following discussion, wherever the
word string comes, assume that it is a character array. Following are the commonly
used string functions. We should include the header file estring (string.hin
Turbo C++) in our C++ program to use these functions.

a. strlen()
This function is used to find the length of a string. Length of a string means the
number of characters in the string. Its syntax is:

int strlen(string);
This function takes a string as the argument and gives the length of the string as the
result. The following code segment illustrates this.

char str[] = "Welcome";
int nj;
n = strlen(str);

cout << njy;
Here, the argument for the strlen () functionis a string variable and it returns the
number of characters in the string, i.e. 7 to the variable n. Hence the program code
will display 7 as the value of the variable n. The output will be the same even
though the array declaration is as follows.

char str[10] = "Welcome";

Note that the array size is specified in the declaration. The argument may be a string
constant as shown below:

n = strlen("Computer");
The above statement returns 8 and it will be stored in n.

b. strecpy ()

This function is used to copy one string into another. The syntax of the function is:

strcpy(stringl, string2);
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The function will copy string2 to stringl. Here stringl and string2 are
array of characters or string constants. These are the arguments for the execution
of the function. The following code illustrates its working:

char s1[10], s2[10] = "Welcome";

strcpy(sl,s2);

cout << sl;
The string "Welcome" contained in the string variable s1 will be displayed on
the screen. The second argument may be a string constant as follows:

strcpy (str, "Welcome") ;
Here, the string constant "Welcome" will be stored in the variable str. The
assignment statement, str = "Welcome"; is wrong. But we can directly assign
value to a character array at the time of declaration as:

char str[10] = "Welcome";

¢c. strecat ()

This function is used to append one string to another string. The length of the
resultant string is the total length of the two strings. The syntax of the functions is:

strcat (stringl, string2);

Here stringl and string2 arearray of characters or string constants. string?2
is appended to stringl. So, the size of the first argument should be able to
accommodate both the strings together. Let us see an example showing the usage
of this function:

char s1[20] = "Welcome", s2[10] = " to C++";
strcat(sl,s2);

cout << s1;

The above program code will display "Welcome to C++" as the value of the
variable s1. Note that the string in s2 begins with a white space.

d. strcmp ()
This function is used to compare two strings. In this comparison, the alphabetical
order of characters in the strings is considered. The syntax of the function is:

strcmp (stringl, string2)
The function returns any of the following values in three different situations.
e Returns 0if stringl and string2 are same.
* Returns a—ve value if stringl is alphabetically lower than string2.

* Returnsa +ve valueif stringl is alphabetically higher than string2.
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The following code fragment shows the working of this function.

char sl[]="Deepthi", s2[]="Divya";
int n;

n = strcmp(sl,s2);

if (n==0)

cout<<"Both the strings are same";
else if(n < 0)

cout<<"sl < s2";
else

cout<<"sl > s2";

It is clear that the above program code will display "s1 < s2" as the output.

e. strcmpi ()

This function is used to compare two strings ignoring cases. That is, the function
will treat both the upper case and lower case letters as the same for comparison.
The syntax and working of the function are the same as that of strcmp () except
that strcmpi () is not case sensitive. This function also returns values as in the
case of strcmp (). Consider the following code segment:

char sl1[]="SANIL", s2[]="sanil";
int nj;

n = strcmpi(sl,s2);

if (n==0)

cout<<"strings are same";
else 1f(n < 0)

cout<<"sl < s2";
else

cout<<"sl > s2";

The above program code will display "strings are same" as the output because
the uppercase and lowercase letters will be treated as the same during the compatison.

Program 10.1 compares and concatenates two strings. The length of the newly
formed string is also displayed.

Program 10.1: To combine two strings if they are different and find its length

#include <iostream>
#include <cstring>

using namespace std; Header file essential

for using string
manipulating functions

int main ()

{

char s1[20], s2[20], s3[20];
cout<<"Enter two strings: ";
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cin>>sl>>s2;

int n=strcmp(sl, s2);

if (n==0)
cout<<"\nThe input strings are same";

else

{
cout<<"\nThe input strings are not same";
strcpy (s3, sl);//Copies the string in sl into s3
strcat (s3, s2); //Appends the string in s2 to that in s3
cout<<"\nString after concatenation is: "<<s3;
cout<<"\nLength of the new string is: "<<strlen(s3);

}

return O;

}

10.3.2 Mathematical functions

Now, let us discuss the commonly used mathematical functions available in C++.
We should include the header file emath (math.h in Turbo C++) to use these
functions in the program.

a. abs ()

Itis used to find the absolute value of an integer. It takes an integer as the argument
(+ve or —ve) and returns the absolute value. Its syntax is:

int abs(int)
The following is an example to show the output of this function:

int n = -25;

cout << abs(n);
The above program code will display 25. If we want to find the absolute value of a
floating point number, we can use fabs () function as used above. It will return the
floating point value.

b. sqgrt ()

Itis used to find the square root of a number. The argument to this function can be
of type int, float or double. The function returns the non-negative square
root of the argument. Its syntax is:

double sgrt (double)

The following code snippet is an example. This code will display 5.
int n = 25;
float b = sqgrt(n);
cout << Db;
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c. pow()

This function is used to find the power of a number. It takes two arguments x and
y. The argument x and y are of type int, float or double. The function
returns the value of x*. Its syntax is:

double pow(double, int)
The following example shows the working of this function.

int x = 5, yv = 4, z;

z = pow(x, VY);

cout << z;

The above program code will display 625.
d. sin()

Itis a trigonometric function and it finds the sine value of an angle. The argument
to this function is double type data and it returns the sine value of the argument.
The angle must be given in radian measure. Its syntax is:

double sin(double)
The sine value of £30° (angle 30 degree) can be found out by the following code.

float x = 30*3.14/180; //To convert angle into radians
cout << sin(x);

The above program code will display 0.4999770

e. cos()

The function is used to find the cosine value of an angle. The argument to this
function is double type data and it returns the cosine value of the argument. In
this case also, the angle must be given in radian measure. The syntax is:

double cos(double)

The cosine value of £30° (angle 30 degree) can be found out by the following code.
double x = cos(30*3.14/180);

cout << x;

Note that the argument provided is an expression that converts angle in degree
into radians. The above code will display 0.866158.

Program 10.2 uses different mathematical functions to find the length of the sides
of a right angled triangle, if an angle and length of one side is given. We use the

following formula for solving this problem.

Opposite side Adjacent side Opposite side

Sin 6 = , CosO=—""—", TanO=
Hypotenuse Hypotenuse Adjacent side

(Hypotenuse)* = (Base)* + (Altitude)?

-
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Program 10.2: To find the length of the sides of a right angled triangle
using mathematical functions

#include <iostream>

#include <cmath>-

using namespace std;

Header file essentia
for using mathematical
int main() functions
{

const float pi=22.0/7;

int angle, side;

float radians, length, opp_side, adj_side, hyp;
cout<<"Enter the angle in degree: ";
cin>>angle;

radians=angle*pi/180;

Conversion
of angle in degree
into radians

cout <<"\nl. Opposite Side"
<<"\n2. Adjacent Side"
<<"\n3. Hypotenuse";
cout <<"\nInput 1, 2 or 3 to specify the side: ";
cin>>side;
cout<<"Enter the length: ";
cin>>length;
switch(side)
{
case 1l: opp_side=length;
adj_side=opp_side / tan(radians);
hyp= sqgrt (pow(opp_side,2) + pow(adj_side,?2));
break;
case 2: adj_side=length;
hyp=adj_side / cos(radians);
opp_side=sqrt (pow (hyp,2) - pow(adj_side,2));
break;
case 3: hyp=length;
opp_side=hyp * sin(radians);
adj_side=sqrt (pow (hyp,2) - pow(opp_side,2));
}

cout<<"Angle in degree

"<<angle;

cout<<"\nOpposite Side
cout<<"\nAdjacent Side = "<<adj_side;
"<<hyp;

"<<opp_side;

cout<<"\nHypotenuse
return O;

}
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The following is a sample output of the above program:

Enter the angle in degree: 30

1. Opposite Side

2. Adjacent Side

3. Hypotenuse

Input 1, 2 or 3 to specify the side: 1
Enter the length: 6

Angle in degree = 30

Opposite Side = 6
Adjacent Side = 10.38725
Hypotenuse = 11.995623

10.3.3 Character functions

These functions are used to perform various operations of characters. The following
are the various character functions available in C++. The header file cctype
(ctype.h for Turbo C++) is to be included to use these functions in a program.

a. isupper ()

This function is used to check whether a character is in the upper case or not. The
syntax of the function is:

int disupper (char c)
The function returns 1 if the given character is in the uppercase, and 0 otherwise.
The following statement assigns O to the variable n.

int n = isupper('x');
Consider the following statements:

char ¢ = '"A';

int n = isupper(c);
The value of the variable n, after the execution of the above statements will be 1,
since the given character is in upper case.

b. islower ()

This function is used to check whether a character is in the lower case or not. The
syntax of the function is:

int islower (char c¢)

The function returns 1 if the given character is in the lower case, and 0 otherwise.
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After executing the following statements, the value of the variable n will be 1 since
the given character is in the lower case.

char ch = 'x';

int n = islower(ch);
But the statement given below assigns O to the variable n, since the given character
1s in the uppercase.

int n = islower ('A');
c. isalpha()

This function is used to check whether the given character is an alphabet or not.
The syntax of the function is:

int isalpha(char c¢)
The function returns 1 if the given character is an alphabet, and 0 otherwise.

The following statement assigns 0 to the variable n, since the given character is not
an alphabet.

int n = isalpha('3"');
But the statement given below displays 1, since the given character is an alphabet.
cout << 1isalpha('a');
d. isdigit ()
This function is used to check whether the given character is a digit or not. The
syntax of the function is:
int isdigit (char c¢)

The function returns 1 if the given character is a digit, and O otherwise.

After executing the following statement, the value of the variable n will be 1 since
the given character is a digit.

n = isdigit('3"');
When the following statements are executed, the value of the variable n will be 0,
since the given character is not a digit.

char ¢ = 'b';

int n = isdigit(c);
e. isalnum()

This function is used to check whether a character is an alphanumeric or not. The
syntax of the function is:

int isalnum (char c¢)
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The function returns 1 if the given character is an alphanumeric, and 0 otherwise.
Each of the following statements returns 1 after the execution.

n = isalnum('3");

cout << isalnum('A'");

But the statements given below assigns 0 to the variable n, since the given character
is neither an alphabet nor a digit.

char ¢ = '-';
int n = isalnum(c);
f. toupper ()

This function is used to convert the given character into its uppercase. The syntax
of the function is:

char toupper (char c¢)

The function returns the upper case of the given character. If the given character is
in the upper case, the output will be the same.

The following statement assigns the character constant 'A" to the variable c.
char ¢ = toupper('a');

But the output of the statement given below will be 'A" itself.

cout << (char)toupper('A'");

Note that type conversion using (char) isused in this statement. If conversion
method is not used, the output will be 65, which is the ASCII code of "A".

g. tolower ()

This function is used to convert the given character into its lower case. The syntax
of the function is:

char tolower (char c¢)
The function returns the lower case of the given character. If the given character is
in the lowercase, the output will be the same.
Consider the statement: c = tolower ('A'");

After executing the above statement, the value of the variable c will be 'a'. But
when the following statements are executed, the value of the variable c willbe 'a'.

char x = ‘a’;
char ¢ = tolower(x) ;
In the case of functions tolower () and toupper (), if the argument is other

than an alphabet, the given character itself will be returned on execution.
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Program 10.3 illustrates the use of character functions. This program accepts a line
of text and counts the lowercase letters, uppercase letters and digits in the string; It
also displays the entire string both in the upper and lower cases.

Program 10.3: To count different types of characters in the given string

#include <iostream>

#include <cstdio>

#include <cctype>

using namespace std;

int main ()

{

char text[80];

int Ucase=0, Lcase=0, Digit=0, i;

Loop will be
terminated when the
value of 1 points to the
null character is

cout << "Enter a line of text: ";

gets(text);

- reached
for (1=0; text[i]!="\0"; i++)
if (isupper(text[i])) Ucase++;
else 1if (islower (text[i])) Lcase++;

else if (isdigit(text[i])) Digit++;
cout << "\nNo. of uppercase letters = " << Ucase;
cout << "\nNo. of lowercase letters = " << Lcase;
cout << "\nNo. of digits = " << Digit;

cout << "\nThe string in uppercase form is\n";

1=0g .

If cout<< is used
while (text[i]!='\0") instead of putchar (),
{ the ASCII code of the

putchar (toupper (text [1])); characters will be
1++4; displayed

}

cout << "\nThe string in lowercase form is\n";

i1=0g

do

{
putchar (tolower (text[i])) ;
i++;

} while(text[i]!="\0");

return 0;

}
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A sample output is given below:

Enter a line of text : The vehicle ID is KLO1l AB101
7
11

No. of uppercase letters
The input by
the user

No. of lowercase letters
No. of digits = 5

The string in uppercase form is
THE VEHICLE ID IS KLO1l AB101
The string in lowercase form is
the vehicle id is k101 ablOl

10.3.4 Conversion functions

These functions are used to convert a string to integer and an integer to string,
Following are the different conversion functions available in C++. The header file
estdlib (stdlib.hinTurbo C++)is to beincluded to use these functions in a program.

a. itoa()

This function is used to convert an integer value to string type. The syntax of the
function is:

itoa(int n, char c[], int len)

From the syntax, we can see that the function requires three arguments. The first
one is the number to be converted. The second argument is the character array
where the converted string value is to be stored and the last argument is the size of
the character array. The following code segment illustrates this function:

int n = 2345;

char c[10];

itoa(n, ¢, 10);

cout << cj;

The above program code will display "2345" on the screen.
b. atoi ()

This function is used to convert a string value to integer. The syntax of the function
is:
int atoi(char cl[]);

The function takes a string as argument returns the integer value of the string. The
following code converts the string "2345" into integer number 2345.

int nj;

char c[10] = "2345";
n = atoi(c);

cout << nj;
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If the string consists of characters other than digits, the output will be 0. Butif the
string begins with digits, only that part will be converted into integer. Some usages
of this function and their outputs are given below:

() atoi("Computer") returns 0
(i) atoi("12.56") returns 12
(iii) atoi ("a2b") returns 0

(iv) atoi ("2ab") returns 2

(v) atoi(".25") returns O

(vi) atodi ("5+3") returns 5

Program 10.4 illustrates the use of these functions in problem solving. It accepts
the three parts (day, month and year) of a date of birth and displays it in date
format.

Program 10.4: To display date of birth in date format

#include <iostream>

#include <cstring>

#include <cstdlib>

using namespace std;

int main()

{

char dd[10], mm[10], yy[1l0], dob[30];

int d, m, y;

cout<<"Enter day, month and year in your Date of Birth: ";

cin>>d>>m>>y;

itoa(d, dd, 10)

itoa(m, mm, 10)

itoa(y, vy, 10);
)

strcpy (dob, dd);
strcat (dob, "-");
strcat (dob, mm);
strcat (dob, "-");

strcat (dob, vyy);
cout<<"Your Date of Birth is "<<dob;
return O;

}

A sample output of Program10.4 is given below:

Enter day, month and year in your Date of Birth: 26 11 1999
Your Date of Birth is 26-11-1999

et £
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10.3.5 1/0 Manipulating function

These functions are used to manipulate the input and output operations in C++.
The header file ciomanip is to be included to use these functions in a program.

setw ()
This function is used to set the width for the subsequent string. The following code
shows its impact in the output:

char s[]="hello";
cout<<setw (10)<<s<<setw (1l0)<<"friends";
The output of the above code will be as follows:

hello friends
The word hello will be displayed right aligned within a span of 10 character
positions. Similarly, the word friends will also be displayed right aligned within
a span of 10 character positions.

% Prepare a chart in the following format and fill up the columns with

all predefined functions we have discussed so far.

Function Usage Syntax Example Output

Check yourself

What is modular programming?
. Whatis a function in C++7?
. Name the header file required for using character functions.
. Name the function that displays the subsequent data in the specified width.
. Pick the odd one out and give reason:
(a) strlen() (b)itoal() (c) strcpy () (d) strcat ()

10.4 User-defined functions

All the programs that we have discussed so far contain a function named main ().
We know that the first line is a pre-processor directive statement. The remaining
part is actually the definition of a function. The void main () in the programs
is called function beader (or function heading) of the function and the statements
within the pair of braces immediately after the header is called its bod)y.
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The syntax of a function definition is given below:

data_type function_name (argument_list)
{
statements in the body;

}

The data_type is any valid data type of C++. The function_name is a user-
defined word (identifier). The argument_1list, which is optional, is a list of
parameters, i.e. a list of variables preceded by data types and separated by commas.
The body comprises C++ statements required to perform the task assigned to the
function. Once we have decided to create a function, we have to answer certain
questions.

(i) Which data type will be used in the function header?

(i) How many arguments are required and what should be the preceding data
type of each?

Let us recollect how we have used the predefined functions getchar (), strcpy ()
and sgrt (). We have seen that these functions will be executed when they are
called (or used) in a C++ statement. The function getchar () does not take any
argument. But for strcpy (), two strings are provided as arguments or parameters.
Without these arguments this function will not work, because it is defined with two
string (character array) arguments. In the case of sqrt (), it requires a numeric
data as argument and gives a result (of double type) after performing the predefined
operations on the given argument. This result, as mentioned eatlier, is called the
return-value of the function. The data type of a function depends on this value. In
other words, we can say that the function should return a value which is of the same
data type of the function. So, the data type of a function is also known as the return
type of the function. Note that we use return 0; statementinmain () function,
since it is defined with int data type as per the requirement of GCC.

The number and type of arguments depend upon the data required by the function
for processing. But some functions like setw () and gets () do not return any
value. The header of such functions uses void as the return type. A function either
returns one value or nothing at all.

10.4.1 Creating user-defined functions

Based on the syntax discussed above, let us create some functions. The following is
a function to display a message.
void saywelcome ()

{

cout<<"Welcome to the world of functions";
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The name of the function is saywelcome (), its data type (return type) is void
and it does not have any argument. The body contains only one statement.

Now; let us define a function to find the sum of two numbers. Four different types
of definitions are given for the same task, but they vary in definition style and hence
the usage of each is different from others.

Function 1 Function 2
void suml () int sum2 ()
{ {
int a, b, s; int a, b, s;
cout<<"Enter 2 numbers: "; cout<<"Enter 2 numbers: ";
cin>>a>>b; cin>>a>>b;
s=a+b; s=a+b;
cout<<"Sum="<<s; return s;
} }
Function 3 Function 4
void sum3 (int a, int b) int sum4 (int a, int b)
{ {
int s; int s;
s=a+b; s=a+b;
cout<<"Sum="<<s; return s;
} }

Let us analyse these functions and see how they are different. The task is the same in
all these functions, but they differ in the number of parameters and return type.

Table 10.1 shows that the function defined with a data type other than void should
return a value in accordance with the data type. The return statement is used for
this purpose (Refer functions 2 and 4). The return statement returns a value to
the calling function and transfers the program control back to the calling function.
So, remember thatif a return statementis executed in a function, the remaining
statements within that function will not be executed. In most of the functions,

Name Arguments Return value
suml () No arguments Does not return any value
sum2 () No arguments Returns an integer value
sum3 () Two integer arguments Does not return any value
sumé () Two integer arguments Returns an integer value

Table 10.1 : Analysis of functions




Downloaded from https:// www.studiestoday.com

== Computer Science - XI

return is placed at the end of the function. The functions defined with void data
type may have a return statement within the body, but we cannot provide any
value to it. The return type of main () function is either void or int.

Now;, let us see how these functions are to be called and how they are executed. We
know that no function other than main ()is executed automatically. The sub
functions, either predefined or user-defined, will be executed only when they are
called frommain () function or other user-defined function. The code segments
within the rectangles of the following program shows the function calls. Here the
main () is the calling function and suml (), sum2 (), sum3 (), and sum4 () are the
called functions.

int main()

{
int x, vy, z=5, result;
cout << "\nCalling the first function\n";
cout << "\nCalling the second function\n";

result =|sum2();
cout << "Sum given by function 2 is " << result;
cout << "\nEnter values for x and y : ";

cin >> x >> vy;

cout << "\nCalling the third function\n";
|sum3(x,y);|

cout << "\nCalling the fourth function\n";
result =|sum4(z,12)4

cout << "Sum given by function 4 is " << result;
cout << "\nEnd of main function"

}

The output of the program is as follows:

Calling the first function

Enter 2 numbers: 10 25 R

Sum=35 of sum1()

Calling the second function

Enter 2 numbers: 5 7

Sum given by function 2 is 12 Input for a and b
Enter values for x and y : 8 of sum2()
Calling the third function

Sum=21

, , Input for x and y
Calling the fourth function

Sum given by function 4 is 17
End of main function

of main()
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Function 4 requires two numbers for the task assigned and hence we provide two
arguments. The function performs some calculations and gives a result. As there is
only one result, it can be returned. Comparatively this function is a better option to
find the sum of any two numbers.

Now, let us write a complete C++ program to check whether a given number is
perfect or not. A number is said to be perfect if it is equal to the sum of its factors
other than the number itself. For example, 28 is a perfect number, because the
factors other than 28 are 1, 2, 4, 7 and 14. Sum of these factors is 28. For solving
this problem, let us define a function that accepts a number as argument and returns
the sum of its factors. Using this function, we will write the program. But where do
we write the user-defined function in a C++ program? The following table shows
two styles to place the user-defined function:

Program 10.5 - Perfect number checking - Program 10.6

Function before main() Function after main()

#include <iostream>
using namespace std;
int sumfact (int N)
{ int i, s = 0;

i<=N/2;
0)
s + 1i;

for (i=1; i++)
if (N%i1i

S =

return s;

}

//Definition above main ()
int main()

{

int num;

cout<<"Enter the Number: ";
cin>>num;

if (num==sumfact (num))

cout<<"Perfect number";
else

cout<<"Not Perfect";
return O;

}

#include <iostream>
using namespace std;
int main ()
{
int num;
cout<<"Enter the Number: ";
cin>>num;
if (num==sumfact (num))
cout<<"Perfect number";
else
cout<<"Not Perfect";
return 0;
}
//Definition below main ()
int sumfact (int N)
{ int i, s = 0;
i<=N/2;
0)
s + 1i;

for (i=1; a4
if (N%i ==

s =
return s;

}

When we compile Program 10.5, there will be no error and we will get the following

output on execution:
Enter the Number:
Perfect number

28
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If we compile Program 10.6, there will be an error ' sumfact was not declared

in this scope'. Letus see what this error means.

10.4.2 Prototype of functions

We have seen that a C++ program can contain any number of functions. But it
must have amain () function to begin the execution. We can write the definitions
of functions in any order as we wish. We can define themain () function first and
all other functions after that or vice versa. Program 10.5 contains the main ()

function after the user-defined function, butin Program 10.6, themain () is defined
before the user-defined function. When we compile this program, it will give an
error - "sumfact was not declared in this scope'. This is because the
function sumfact () is called in the program, before it is defined. During the
compilation of the main () function, when the compiler encounters the function
call sumfact (), it is not aware of such a function. Compiler is unable to check
whether there is such a function and whether its usage is correct or not. So it reports
an error arising out of the absence of the function prototype. A function prototype
is the declaration of a function by which compiler is provided with the information
about the function such as the name of the function, its return type, the number and
type of arguments, and its accessibility. This information is essential for the compiler
to verify the correctness of the function call in the program. This information is
available in the function header and hence the header alone will be written as a

statement before the function call. The following is the format:
data_type function_name (argument_list);

In the prototype, the argument names need not be specified.

So, the error in Program 10.6 can be rectified by inserting the following statement
before the function call in themain () function.
int sumfact (int);

Like a variable declaration, a function must be declared before it is used in the
program. If a function is defined before it is used in the program, there is no need
to declare the function separately. The declaration statement may be given outside
the main () function. The position of the prototype differs in the accessibility of
the function. We will discuss this later in this chapter. Wherever be the position of

the function definition, execution of the program begins inmain ().
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10.4.3 Arguments of functions

We have seen that functions have arguments or parameters for getting data for
processing. Let us see the role of arguments in function call.

Consider the function given below:

float Simplelnterest(long P, int N, float R)
{

float amt;

amt = P * N * R / 100;

return amt;

}

This function gives the simple interest of a given principal amount for a given period
at a given rate of interest.

The following code segment illustrates different function calls:

cout << SimpleInterest(1000,3,2);//Function call 1
int x, y; float z=3.5, a;
cin >> x >> vy;

a = SimplelInterest(x, vy, z); //Function call 2

When the first statement is executed, the values 1000, 3 and 2 are passed to the
argument list in the function definition. The arguments P, N and R get the values
1000, 3 and 2 respectively. Similarly, when the last statement is executed, the values
of the variables x, yand z are passed to the arguments P, Nand R.

The variables x, y and z are called actual (original) arguments or actual parameters
since they are the actual data passed to the function for processing. The variables
P, NandR usedin the function header are known as formal arguments or formal
parameters. These arguments are intended to receive data from the calling function.
Arguments or parameters are the means to pass values from the calling function
to the called function. The variables used in the function definition as arguments are
known as formal arguments. The constants, variables or expressions used in the
function call are known as actual (original) arguments. If variables are used in
function prototype, they are known as dummy arguments.

Now; let us write a program that uses a function fact () that returns the factorial
of a given number to find the value of nCr. As we know, factorial of a number N is

the product of the first N natural numbers. The value of nCr is calculated by the
|
formula ———— where n! denotes the factorial of n.
rl(n-r)!
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Program 10.7: To find the value of nCr

#include<iostream>
using namespace std;
int fact (int);
int main ()

{

Function

prototype

int n,r;
int ncr;
cout<<"Enter the values of n and r

Function call
according to the
formula

cin>>n>>r; -
ncr=fact (n)/ (fact(r)*fact (n-r)) ;
cout<<n<<"C"<<r<<" = "<<ncr;

return 0;/ Function

Actual
arguments

header

int fact(int N Formal

argument

int f;
for(f=1; N>0; N--)

f=f*N;
return f£;

Factorial

is returned

The following is a sample output:

Enter the values of n and r : 5 2 —
5C2 = 10

10.4.4 Functions with default arguments

Letus consider a function TimeSec () with the argument list as follows. This function
accepts three numbers that represent time in hours, minutes and seconds. The
function converts this into seconds.

long TimeSec(int H, int M=0, int S=0)
{
long sec = H * 3600 + M * 60 + S;
return sec;

}

Note that the two arguments Mand S are given default value 0. So, this function can
be invoked in the following ways.
long sl = TimeSec(2,10,40);
TimeSec (1,30);
TimeSec (3);

long s2

long s3
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Itis important to note that all the default arguments must be placed from the right
to the left in the argument list. When a function is called, actual arguments are
passed to the formal arguments from left onwards.

When the first statement is executed, the function is called by passing the values 2,
10 and 40 to the formal parameters H, M and S respectively. The initial values of M
and S are over-written by the actual arguments. During the function call in the
second statement, H and M get values from actual arguments, but S works with its
default value 0. Similarly, when the third statement is executed, H gets the value
from calling function, but Mand S use the default values. So, after the function calls,
the values of s1, s2 and s3 will be 7840, 5400 and 10800 respectively.

We have seen that functions can be defined with arguments assigned with initial
values. The initialized formal arguments are called default arguments which allow
the programmer to call a function with different number of arguments. That is, we
can call the function with or without giving values to the default arguments.

10.4.5 Methods of calling functions

Suppose your teacher asks you to prepare invitation letters for the parents of all
students in your class, requesting them to attend a function in your school. The
teacher can give you a blank format of the invitation letter and also a list containing
the names of all the parents. The teacher can give you the list of names in two ways.
She can take a photocopy of the list and give it to you. Otherwise, she can give the
original list itself. What difference would you feel in getting the name list in these
two ways? If the teacher gives the original name list, you will be careful not to mark
or write anything in the name list because the teacher may want the same name list
for future use. Butif you are given a photocopy of the list, you can mark or write in
the list, because the change will not affect the original name list.

Let us consider the task of preparing the invitation letter as a function. The name
list is an argument for the function. The argument can be passed to the function in
two ways. One is to pass a copy of the name list and the other is to pass the original
name list. If the original name list is passed, the changes made in the name list, while
preparing the invitation letter, will affect the original name list. Similarly, in C++,
an argument can be passed to a function in two ways. Based on the method of
passing the arguments, the function calling methods can be classified as Call by
Value method and Call by Reference method. The following section describes the
methods of argument passing in detail.
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a. Call by value (Pass by value) method

In this method, the value contained in the actual argument is passed to the formal
argument. In other words, a copy of the actual argument is passed to the function.
Hence, if the formal argument is modified within the function, the change is not
reflected in the actual argument at the calling place. In all previous functions, we
passed the argument by value only. See the following example:

void change (int n)

{

The parameter n has its
own memory location to
store the value 20 in
change().

n=n+ 1;
cout << "n = " << n << '\n';

}

int main()

{

int x = 20;

change (x) ;

cout << "x = " << x;

}
When we pass an argument as specified in the above program segement, only a
copy of the variable x is passed to the function. In other words, we can say that only
the value of the variable x is passed to the function. Thus the formal parameter n in
the function will get the value 20. When we increase the value of n, it will not affect
the value of the variable x. The following will be the output of the above code:

n = 21

x = 20

The value of x is
passed to n in
change()

Table 10.2 shows what happens to the arguments when a function is called using
call-by-value method:

Before function call After function call After function execution

main () X main () main () X

X
( ( ‘{
n

..............

..................

change (int n) n change (int n)

{ O | 2] | |

Table 10.2: Call by value procedure
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b. Call by reference (Pass by reference) method

When an argument is passed by reference, the reference of the actual argument is
passed to the function. As a result, the memory location allocated to the actual
argument will be shared by the formal argument. So, if the formal argument is
modified within the function, the change will be reflected in the actual argument at
the calling place. In C++, to pass an argument by reference we use reference variable
as formal parameter. A reference variable is an alias name of another variable.
An ampersand symbol (&) is placed in between the data type and the variable in
the function header. Reference variables will not be allocated memory exclusively
like the other variables. Instead, it will share the memory allocated to the actual
arguments. The following function uses reference variable as formal parameter and
hence call by reference method is implemented for function call

void change (int & n) -

{

The parameter n is a
reference variable and hence
there is no exclusive memory
allocation for it

n=n+ 1;
cout << "n " << n << '"\n';

}
int main{()

{

The reference of x will be
passed to n of the change()
function, which results into
the sharing of memor

int x=20;

change (x) ;

cout << "x = " << x;

}

Note that the only change in the change () functionis in the function header. The
& symbol in the declaration of the parameter n means that the argument is a reference
variable and hence the function will be called by passing reference. Hence when the
argument x is passed to the change () function, the variable n gets the address of
x so that the location will be shared. In other words, the variables x and n refer to
the same memory location. We use the name x in the main () function, and the
name n in the change () function to refer the same storage location. So, when we
change the value of n, we are actually changing the value of x. If we run the above
program, we will get the following output:

n =21
x = 21

Table 10.3 depicts the changes in the arguments when call-by-reference is applied
for the function call.
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After function call

After function execution

( 20] | |1 20] | |

........

Table 10.3: Call by reference procedure
These two methods of function call differ as shown in Table 10.4.

Call by Value Method Call by Reference Method

Ordinary variables are used as formal
parameters.

Actual parameters may be constants,
variables or expressions.

The changes made in the formal
arguments are not reflected in actual
arguments.

Exclusive memory allocation is

Reference variables are used as
formal parameters.

Actual parameters will be variables
only.

The changes made in the formal
arguments are reflected in actual
arguments.

Memory of actual arguments is

required for the formal arguments. shared by formal arguments.

Table 10.4 : Call by value v/s Call by reference

Let us discuss a typical example for call by reference method. This program uses a
function that can be called by reference method for exchanging the values of the
two variables in the main () function. The process of exchanging values of two
variables is known as swapping.

Program 10.8: To swap the values of two variables

#include <iostream>
using namespace std;
void swap(int & x, int & vy)

int t = x;
X =Yy
y = t;




m = 10;
n = 20;
cout<<"Before swapping m= "<< m <<" and n= "<<nj;

swap (m, n);
cout<<"\nAfter swapping m= "<< m <<" and n= "<<n;
return O;

}

Let us go through the statements in Program 10.8. The actual arguments m and n
are passed to the function by reference. Within the swap () function, the values of
x and y are interchanged. When the values of x and y are changed, actually the
change takes place in mand n. Therefore the output of the above program code is:

Before swapping m= 10 and n= 20
After swapping m= 20 and n= 10

Modify the above program by replacing the formal arguments with ordinary
variables and predict the output. Check your answer by executing the code in the
lab.

Check yourself

1. Identify the mostessential function in C++ programs.

2. Listthe three elements of a function header.

3. Whatis function prototype?

4. Which component is used for data transfer from calling function to
called function?

5. What are the two parameter passing techniques used in C++?

10.5 Scope and life of variables and functions

We have discussed C++ programs consisting of more than one function. Predefined
functions are used by including the header file concerned. User-defined functions
are placed before or after the main () function. We have seen the relevance of
function prototypes while defining functions. We have also used variables in the
function body and as arguments. Now;, let us discuss the availability or accessibility
of the variables and functions throughout the program. Program 10.9 illustrates
the accessibility of local variables in a program.
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Program 10.9: To illustrate the scope and life of variables

#include <iostream>
using namespace std;
int cube(int n)

{

This is an error because the
variable x is declared within the
main () function. So it cannot
be used in other functions.

int cb;
cout<< "The value of x passed to n is " << x;
cb =n * n * n;

return cb;

int main ()

int x, result;
cout << "Enter a number : ";
cin >> x;

This is an error because
the variable cb is declared
within the cube () function.

1t = b 3 . .
resu cube (x) ; So it cannot be used in other
cout << "Cube = " << result; .

functions.
cout << "\nCube = "<<cb;

}

When we compile the program, there will be two errors because of the reasons
shown in the call-outs. The concept of availability or accessibility of variables and
functions is termed as their scope and life time. Scope of a variable is that part of
the program in which it is used. In the above program, scope of the variable cb is
in the cube () function because it is declared within that function. Hence this
variable cannot be used outside the function. This scope is known as local scope.
On completing the execution of a function, memory allocated for all the variables
within a function is freed. In other words, we can say that the life of a variable,
declared within a function, ends with the execution of the last instruction of the
function. So, if we use a variable n within the main (), that will be different from
the argument n of a called function or a variable n within the called function. The
variables used as formal arguments and/or declared within a function have local
scope.

Just like variables, functions also have scope. A function can be used within the
function where it is declared. That is the function is said to have local scope. If it is
declared before themain () function and not within any other function, the scope
of the function is the entire program. That is the function can be used at any place
in the program. This scope is known as global scope. Variables can also be declared
with global scope. Such declarations will be outside all the functions in the program.

Look at Program 10.10 to get more clarity on the scope and life of variables and
functions throughout the program.

_—
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Program 10.10 : To illustrate the scope and life of variables and functions

#include <iostream>

using namespace std;

int cb;

//global variable

void test()//global function since defined above other functions

{

int cube(int n);
cb=cube (x) ;

//Invalid call.

cout<<cb;

}
int

{

main ()

// beginning of main ()

int x=5; //local variable

test ()

cb=cube (x) ;

; //valid call since test ()
cube ()

//Invalid call.

cout<<cb;

int

int val= n*n*n;

return val;

//It is a local function
x 1is local to main ()

function

is a global function
is local to test()

cube (int n)//Argument n is local variable

//val 1s local variable

Scope &
life

Local

Global

Variables

® Declared within a function or a
block of statements.

* Available only within that
function or block.

* Memory is allocated when the
function or block is active and
freed when the execution of the
function or block is completed.

Declared outside all the

functions.

Available to all the functions of
the program.

Memory is allocated just before
the execution of the program and
freed when the program stops
execution.

Functions

® Declared within a function or a
block of statements and defined
after the calling function.

* Accessible only within that
function or the block.

Declared or defined outside all
other functions.

Accessible by all the functions
in the program

Table 10.5 : Scope and life of variables and functions
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The given call-outs explain the scope and life of functions. A function which is
declared inside the function body of another function is called a local function as
it can be used within that function only. A function declared outside the function
body of any other function is called a global function. A global function can be
used throughout the program. In other words, the scope of a global function is the
entire program and that of a local function is only the function where it is declared.
Table 10.5 summarises the scope and life time of variables and functions.

10.6 Recursive functions

Usually a function is called by another function. Now let us define a function that
calls itself. The process of calling a function by itself is known as recursion and the
function is known as recursive function. Some of the complex algorithms can be
easily simplified by using the method of recursion. A typical recursive function will
be as follows:

int functionl ()

............

int n = functionl(); //calling itself

............

............

In recursive functions, the function is usually called based on some condition only.
Following is an example for recursive function by which the factorial of a number
can be found. Note that factorial of a negative number is not defined. Therefore 'n'
can take the value either zero or a positive integer.

int factorial(int n)
{
if ((n==1) || (n==0))
return 1;
else if (n>1)
return (n * factorial(n-1));
else
return O;

}

Tet us discuss how this function is executed when the user calls this function as:
f = factorial(3);

When the function is called for the first time, the value of the parameter n is 3. The
condition in the i f statement is evaluated to be false. So, the e1se block is executed.
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When the value of n is 3, the instruction in the e 1 se block becomes
return (3 * factorial(3-1));

which is simplified as: return (3 * factorial(2)); ............. 6

Inorderto find 3 * factorial (2),itneeds to find the value of factorial (2).
The factorial () functionis called again with 2 as the argument. The function is
called within the same function. When the factorial () function is executed with
2 as the value of the parameter n, the condition in the i f block becomes false. So
only the else block is executed. The instruction in the else block is:

return (2 * factorial(2-1));

which is simplified as: return (2 * factorial(l)); ............. (i)

In order to find this returning value, it calls the factorial () function again with
1 as the value of the parameter n. Now, the condition in the i f statement becomes
true, hence it will return 1 as the value of the function call factorial (1) ;

Now;, the program can find the return value in the instruction numbered (if). The
instruction (ii) will become: return 2 * 1;
which is same as: return 2;

That s, the value 2 is returned as the value of the function call factorial (2) in
the instruction numbered (i). Thus the instruction (i) becomes: return 3 * 2;
which is same as: return 6;

Now the value 6 is returned as the value of the function call factorial (3) ;.
The execution of the instruction f=factorial (3) ; is summarised in Figure 10.4.

The execution of the function call factorial (3) is delayed till it gets the value
of the function factorial (2). The execution of this function is delayed till it
gets the value of the function factorial (1).Once this function call gets 1 as its
return value, it returns the value to the previous function calls. Figure 10.4 shows
what happens to the arguments and return value on each call of the function.

i b

factorial (3) /’_—“’ factorial (2) /"__*’ factorial (1)

int factorial{int n)
/ there value of m'is 3
{
if (3 <= 1)
return{l),
else
return (3*facterial (3-1));

) g

Fig. 10.4: Control flow in a recursive function call

int factorial (int n)
/ there valise of ‘n'is I

{

if (1 <= 1)
return(l);

int factorial{int n)

£ Fhere value ol n'is 2

{

if (2 <= 1)
returnil),

else

return (2*factorial (2-1)); rgfurn (1*factorial (1-1));

1
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Note that if we call the function factorial () with a negative integer as argument,
the function will return 0. It doesn't mean that the factorial of a negative number is
0. In mathematics the factorial of a negative number is undefined. So, for example,
the value returned by the function call factorial (-3) should be interpreted as
aninvalid callin the calling function.

The procedure that takes place when the function factorial () is called with 5 is
shown in Figure 10.5.

factorial (5} =5 * factorial (4)
4 * factorial (3)
3 * factorial (2}

2 * factorial (1)

Fig. 10.5: Recursion pro

A function to find the factorial of a number can also be defined as follows, without
using recursion.

int factorial(int n)

{

int f£=1;
/* The formula nX(n-1)X(n-2)x ... X2x1 1is appliled
instead of 1 X 2 X 3X...X(n-1)xn to find the factorial
*/
for (int i=n; 1i>1; i--)

f *= i;

return £;

}

We can compare the difference between the two functions — the one that uses
recursion and the other that does not use recursion. Every function that uses
recursion can also be written without using recursion. Then why do we use recursion?
Some programmers find the use of recursion much simpler than the other. The
recursion method cannot be used in all the functions. How do we understand whether
recursion can be applied to a function or not? If we can express a function by
performing some operation on the output of the same function, we can use recursion
for that. For example, to find the sum of first n natural numbers, we can write the
sum(n) as:

sum(n) = n 4+ sum(n-1)

Let us discuss a program that converts a given decimal number into its equivalent
binary number. We discussed the conversion procedure in Chapter 2.

e
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Program 10.11: To display the binary equivalent of a decimal number

#include <iostream>

using namespace std;

void Binary (int);

int main ()

{
int decimal;
cout<<"Enter an integer number: ";
cin>>decimal;
cout<<"Binary equivalent of "<<decimal<<" is ";
Binary (decimal) ;
return O;

void Binary (int n) //Definition of a recursive function
{
if (n>1)
Binary(n/2);
cout<<n%?2;

}

A sample output of Program 10.11 is given below:
Enter an integer number: 19

Binary equivalent of 19 is 10011

10.7 Creation of header files

All of us know that we always use #include <iostream> in the beginning of
all the programs that we have discussed so far. Why do we use this statement?
Actually iostreamis a header file that contains the declarations and definitions
of so many variables or objects that we use in C++ programs. The objects cout
and cin that we use in the program are declared in this header file. So when we
include this header file in a program, the definitions and declarations of objects
and functions are available to the compiler during compilation. Then the executable
code of these functions and objects will be linked with the program and will be
executed when and where they are called. We can create similar header files containing
our own variables and functions. Suppose we want to write a function to find the
factorial of a number and use this function in a number of programs. Instead of
defining the factorial function in all the programs, we can place the function in a
header file and then include this header file in all other programs.
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The following example shows how we can create a header file. Enter the following

program code in any IDE editor.
int factorial(int n)

{

int f£=1;
for (int i=1; i<=n; i++)
f *= i,

return f;

}
Save this in a file with the name factorial.hand then create a C++ program as
follows:
#include <iostream>
#include "factorial.h"//includes user-defined headerfile
using namespace std;
int main()
{
int nj;
cout<<"Enter a number : ";
cin >> n;
cout<<"Factorial : " << factorial(n);

}

We can compile and run the program successfully. Note that the statement #include
"factorial.h" uses double quotes instead of angular brackets < >. This is
because, when we use angular brackets for including a file, the compiler will search
for the file in the include directory. But if we use double quotes, the compiler will
search for the file in the current working directory only. Usually when we save the
factorial.h file, it will be saved in the working directory, where the main C++
program is saved. So, we must use double quotes to include the file. Now, whenever
we want to include factorial function in any C++ program, we only need to include
header file factorial.h in the program by using the statement #include
"factorial.h".In the same way we can place any number of functions in a single
header file and include that header file in any program to make use of these functions.

Check yourself

1. If the prototype of a function is given immediately after the
preprocessor directive, its scope will be

2. Whatisrecursion?

3. Whatis the scope of predefined functions in C++?

4. The arguments of a function have scope.
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< Let us sum up
Modular programming is an approach to make programming simpler.

C++ facilitates modularization with functions. Function is a named unit of program
to perform a specific task. There are two types of functions in C++: predefined
functions and user-defined functions. Predefined functions can be used in a program
only if we include the header file concerned in the program. User-defined functions
may need to be declared if the definition appears after the calling function. During
function call, data may be transferred from calling function to the called function
through arguments. Arguments may be classified as actual arguments and formal
arguments. Either call by value method or call by reference method can be used to
invoke functions. The variables and functions in a program have scope and life
depending on the place of their declaration. Though a function is called by another
tunction, C++ allows recursion which is a process of calling a function by itself.
New header files can be created to store the user-defined functions so that these
functions can be used in any program.

~wM Learning outcomes
' / boy

After completing this chapter the learner will be able to

o recognise modular programming style and its merits.

o use predefined functions for problem solving.

o define sub functions for performing particular tasks involved in problem
solving.

o use the sub functions defined by the user.

define the recursive functions and use them for problem solving,

== Lab activity
1

Define a function to accept a number and return 1 if it is prime, 0 otherwise.
Using this function write a program to display all prime numbers between 100
and 200.

2. Write a program to find the smallest of three or two given numbers using a
function (use the concept of default arguments).

3. With the help of a user-defined function find the sum of digits of a number.
Thatis, if the given number is 3245, the result should be 3+2+ 4+5 = 14.

4. Using a function, write a program to find the LCM of two given numbers.

5. Write a program to display all palindrome numbers between a given range
using a function. The function should accept number and return 1 if it is
palindrome, O otherwise.
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Very short answer type

How do top down design and bottom up design differ in programming?
What is a function in C++?

The ability of a function to call itself is

Write down the role of header files in C++ programs.

AN

When will you use void data type for function definition?
Short answer type

1. Distinguish between actual parameters and formal parameters.

2. Construct the function prototypes for the following functions
(@) Total() takes two double arguments and returns a double
(b) Math () takes no arguments and has no return value

3. Distinguish between exit () function and return statement.
Discuss the scope of global and local variables with examples.

5. Distinguish between Call-by-value method and Call-by-reference method used
for function calls.

6. InC++, function can be invoked without specifying all its arguments. How?
7. Write down the process involved in recursion.

Long answer type

1. Lookat the following functions:
int sum(int a,int b=0,int c¢=0)
{ return (a + b + c); }
(a) Whatis the speciality of the function regarding the parameter list?

(b)  Give the outputs of the following function calls by explaining its working
and give reason if the function call is wrong,

(i) cout<<sum(l, 2, 3); (i) cout<<sum(5, 2);
(i) cout<<sum() ; (iv) cout<<sum(O0) ;
2. 'The prototype of a functionis: int fun(int, int);
The following function calls are invalid. Give reason for each.
(@) fun(2,4); (b) cout<<fun(); (c) val=fun(2.5, 3.3);
(d) cin>>fun(a, b); (e) z=fun(3);
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Computer Networks

Have you surfed the Internet to search your
examination result or to know whether you got
admission to the Plus One course in a school of
your choice? Have you visited an ATM counter
to draw money? Have you transferred songs,
images or movie clips from your computer to a
cell phone or booked a train ticket using Internet?
If your answer to any of these questions is ‘yes’,
you have accessed the services of a computer
network. In this chapter, we will learn more about
the working of networks and their advantages.
We will also discuss different media and devices,
different types of networks and the rules to be
followed in data communication using these
devices.

11.1 Computer network

Computer network is a group of computers and
other computing hardware devices (such as
printers, scanners, modems, CD drives, etc.)
connected to each other electronically through a
communication medium. They can communicate
with each other, exchange commands, share data,
hardware and other resources. Computers on a
network may be linked through cables, telephone
lines, radio waves, satellites or infrared light
beams.

11.1.1 Need for Network

Internet is a good example for a computer
network. It is impossible to imagine a world
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without e-mails, online newspapers, blogs, chat and other services offered through
the Internet. Apart from these, there are many other advantages in using networked
computers instead of stand-alone computers. Some of them are listed below.

* Resource sharing

¢ Price-performance ratio

¢ Communication

e Reliability

e Scalability
Resource sharing: The sharing of available hardware and software resources in a
computer network is called resource sharing. For example, the content of a DVD
placed in a DVD drive of one computer can be read in another computer. Similarly,
other hardware resources like hard disk, printer, scanner, etc. and software resources

like application software, anti-virus tools, etc. can also be shared through computer
networks.

Price-performance ratio: One can easily share the resources available in one
computer with other computers. The cost of purchasinglicensed software for each
computer can be reduced by purchasing network versions of such software. This
will least affect the performance of such resources and lead to considerable savings
in cost.

Communication: Computer network helps user to communicate with any other
user of the network through its services like e-mail, chatting, video conferencing
etc. For example, one can send or receive messages within no time irrespective of
the distance.

Reliability: It is possible to replicate or backup data/information in multiple
computers using the network. For example, the C++ files, photos or songs saved
in one computer can also be saved in other computers in the same network. These
can be retrieved from other computers in which they are saved in case of disasters
(malfunctioning of computers, accidental deletion of files, etc.)

Scalability: Computing capacity can be increased or decreased easily by adding or
removing computers to the network. In addition to this, the storage capacity of
networks can also be increased by including more storage devices to the network.

11.1.2 Some key terms
Some of the key terms related to computer network are explained below:

Bandwidth : Bandwidth measures the amount of data that can be sent over a
specific connection in a given amount of time. Imagine you arein a
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highway or a public road. The bigger the road, the more will be the
number of vehicles that can travel on it. Moreover, the traffic here is
faster than on a narrow road. On a narrow road, the traffic is likely to
be congested. We can say that the bandwidth of a bigger road is
higher than a narrow road.

Bandwidth describes the maximum data-transfer rate between
computers in a network. In digital systems, bandwidth is measured in
bits per second (bps). If the bandwidth is more, data travels faster
and hence large amounts of data can be transferred within a particular
time span across the network. For example, an Internet connection
via cable modem may provide 25 Mbps of bandwidth.

Noise : Noise is unwanted electrical or electromagnetic energy that lowers
the quality of data signals. It occurs from nearby radio transmitters,
motors or other cables. The transfer of all types of data including
texts, programs, images and audio over a network is adversely affected
by noise.

Node : Any device (computer, scanner, printer, etc.) which is directly
connected to a computer network is called a node. For example,
computers linked to the computer network in the school are nodes.
When we connect the Internet to our computer, our computer
becomes a node of the Internet.

Make a list of the hardware and software resources shared in your
= school network.

LawR

11.2 Data communication system

In a computer network, computing devices are connected in various ways, to
communicate and share resources. Data communication is the exchange of digital
data between any two devices through a medium of transmission. Figure 11.1 shows
the representation of a general data communication system.

Medium

Sender/Receiver Sender/Receiver

Fig. 11.1 : Data communication system

-y
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The following five basic elements are necessary for building any data
communication system.

Message : It is the information to be communicated. Major forms of
information include text, picture, audio, video, etc.

Sender : The computer or device that is used for sending messages is called
the sender, source ot transmitter.

Receiver  : The computer or device that receives the messages is called the
recetver.

Medium  : It is the physical path through which a message travels from the
sender to the receiver. It refers to the way in which nodes are
connected.

Protocol  : The rules under which message transmission takes place between

the sender and the receiver is called a protocol.

11.3 Communication medium

Data communication is possible only if there is a medium through which data can
travel from one device to another. The medium for data transmission over a
computer network is called communication channel or communication medium.
The communication medium between computers in a network are of two types:
guided and unguided. In guided or wired medium physical wires or cables are used
and in unguided or wireless medium radio waves, microwaves or infrared signals
are used for data transmission.

11.3.1 Guided medium (Wired)

The coaxial cable, twisted pair cable (Ethernet cable) and optical fibre cable are the
different types of cables used to transfer data through computer networks.

a. Twisted pair cable (Ethernet cable)

This is the most widely used media in small computer networks. It consists of four
twisted pairs which are enclosed in an outer shield. These pairs are colour coded.
Twisted pair cables are of two types:

(i) Unshielded Twisted Pair (UTP) c o « conductor

cables and (ii) Shielded Twisted Pair 1 R

(STP) cables. —

Unshielded Twisted Pair (UTP) rais — j
cable: As its name suggests, the
individual pairs in UTP cables are not L
shielded. Figure 11.2 shows the
components of a UTP cable.

Ll Fig. 11.2 : UTP cable
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Characteristics of UTP cable

e Low cost cable available for setting up small networks.

*  Thin and flexible cable.

*  Ease of installation.

e Carries data upto a length of 100 m at a stretch.

Shielded Twisted Pair (STP) cable: It is the same cable as the UTP, but with each

pair shielded individually. An outer shield then covers all the pairs like in UTP.

Characteristics of STP cable

¢ Shielding in STP offers better o
immunity against noise. P

e Itis more expensive than UTP
cable.

*  Compared to UTP cable, STP
cable is difficult to install.

An RJ-45 connecter is used to

connect UTP/STP twisted pair ‘\E;/

cable to a computet. Figure 11.3 Fig. 11.3 : STP cable and RJ-45 connecter
shows the STP cable and RJ-45
connectot.

b. Coaxial cable

A coaxial cable consists of an inner conductor surrounded by a tubular insulating
layer which is further covered by a tubular conducting shield. It has an outer
insulation to protect the cable too. Figure 11.4 shows the construction of a coaxial
cable.

Characteristics of coaxial cable

e Carries data to longer distances (185 m -
500 m approx.) at a stretch.

e High bandwidth.

e Less electromagnetic interference due to
the outer shield.

Copper Wire
Insulation
copper mesh

e Thicker than twisted pair.

outside Insulation

e  Less flexible than twisted pair.
Fig. 11.4 : Coaxial Cable

e Difficult to install than twisted pair cable.

-




Downloaded from https:// www.studiestoday.com

¥ ==  Computer Science - XI

c. Optical fibre cable

Optical fibres are long thin glass fibres through which data is transmitted as light
signals. Data travels as fast as light and can be transmitted to far off distances.
Figure 11.5 shows the major parts of an optical fibre cable.

T ..

Strengthening Fibres Cable Jacket

Core clnddlng Coating
Fig. 11.5 : Optical fibre

Optical fibre has the following parts:

J Core - the thin glass rod at the centre through which the light travels.

. Cladding - the outer optical material surrounding the core that reflects
the light back into the core.

. Coating - the plastic coating that protects the cable from damage and
moisture.

These optical fibres are arranged in bundles of hundreds and thousands and are
protected by the outer covering of the cable called jacket.

At the source end, the optical transmitter converts electrical signals into optical
signals (modulation) using semiconductor devices such as light-emitting diodes
(LEDs) or laser diodes. At the destination end, the optical receiver, consisting of a
photo detector, converts light back to electric signals (demodulation) using the
photoelectric effect. The speed of transmission and the distance of signals are higher
for laser diodes than for LEDs.

Characteristics of optical fibre cable

e  High bandwidth for voice, video and data applications.
e Carries data over a very long distance at a stretch.
¢ Notsusceptible to electromagnetic fields, as it uses light for data transmission.

e The most expensive and the most efficient communication media available for
computer networks.

e Installation and maintenance are difficult and complex.
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11.3.2 Unguided medium (Wireless)

Electromagnetic waves are used for wireless communication on computer networks.
Frequencies of waves are measured in Hertz (Hz). Based on their frequencies,
electromagnetic waves are categorised into various types as shown in Figure 11.6.
From this category we can infer that only radio waves, microwaves and infrared
rays are used for wireless communication.

Penetfrates Earth's

Atmosphere?
Radiation Type  Radio Microwave Infrared Visible Ultraviolet X-ray Gamma ray
Wavelength (m)  10° 102 108 0.5%107 108 1077 1012

10* 108 10 10'8 10'° 107 1070

Fig. 11.6: Electromagnetic Spectrum

a. Radio waves

Radio waves have a frequency range of 3 KHz to 3 GHz. Radio waves can be used
for short and long distance communication. These waves are easy to generate and
can go over the walls of a building easily. That is why radio waves are widely used
for communication-both indoors and outdoors. Cordless phones, AM and FM
radio broadcast and mobile phones make use of radio wave transmission.

Radic Waves S—
_

Fig. 11.7 : Radio wave transmission
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Characteristics of radio wave transmission

e Waves are transmitted in all directions, therefore transmitting and receiving
antennas need not be aligned face to face.

e  Relatively inexpensive than wired media.

e Can penetrate through most objects.

¢ Transmission can be affected by motors or other electrical equipment.

*  Less secure mode of transmission.

e Permissions from authorities concerned are required for the use of radio wave
transmission.

4 AL 11

Frequency (Hz) 100 10 10° 10 10 10 10" 10

=

Wavelength(m) 100 10° 10" 10° 10 1 10 10
| | | |

Telephone AM Broadcast
Lines Radio TV  Satellite
Downlink
Fig. 11.8 : Spectrum of radio communication band

10

b. Micro waves

Micro waves have a frequency range of 300 MHz (0.3 GHz) to 300 GHz. Microwaves
travel in straight lines and cannot penetrate any solid object. Therefore, high towers
are built and microwave antennas are fixed on their top for long distance microwave
communication. As these waves travel in straight lines the antennas used for
transmitting and receiving

messages have to be FnitRuceiie Transmit/Receive

aligned with each other. '?
The distance between

two microwave towers
depends on many factors
including frequency of

the waves being used and

heights of the towers.
Figure 11.9 shows the

KAl Transceiver

o
=

[

components of a o)

microwave transmission
system. Fig. 11.9 : Microwave transmission

et £
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Characteristics of micro wave transmission

e Relatively inexpensive than wired media.

e Offers ease of communication over difficult terrain.

e The transmission is in straight lines. Therefore, the transmitting and receiving
antennas need to be properly aligned (line of sight transmission).

c. Infrared waves

Infrared waves have a frequency range
of 300 GHz to 400 THz. These waves

are used for short range communication
(approx. 5 m) in a variety of wireless
communications, monitoring and

L
control applications. B ’_R\\\ ﬁ

Home entertainment remote control
devices, cordless mouse and intrusion =

detectors are some of the devices that J
utilise infrared communication (refet
Figure 11.10). Fig. 11.10 : Infmred transmission

Characteristics of infrared wave transmission

*  Aline of sight transmission; hence information passed to one device is not
leaked.

*  Only two devices can communicate at a time.

e The waves cannot cross solid objects. (You may stand between the remote
control and your television set and check whether the remote control works.)

*  Thelonger the distance the weaker the performance.

11.3.3 Wireless communication
technologies using radio waves

a. Bluetooth

Bluetooth technology uses radio waves in the
trequency range of 2.402 GHz to 2.480 GHz. This

technology is used for short range communication g ‘

(approx. 10 m) in a variety of devices for wireless
communication. Cell phones, laptops, mouse,

keyboard, tablets, headsets, cameras, etc. are some 9 Bluetuuﬂ]
of the devices that utilise bluetooth communication

. Fig. 11.11 : Bluetooth transmission
(refer Figure 11.11).

-
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Characteristics of bluetooth transmission

e Line of sight between communicating devices is not required.
*  Bluetooth can connect upto eight devices simultaneously.

e  Slow data transfer rate (upto 1 Mbps).

b. Wi-Fi

Wi-Fi network makes use of radio waves to transmit information across a network
like cell phones, televisions and radios. The radio waves used in Wi-Fi ranges from
a frequency of 2.4 GHz to 5 GHz. Communication across a wireless network is
two-way radio communication. The wireless adapter in a computer translates data
into radio signal and transmits it using an antenna. A wireless router receives the
signal and decodes it. Once decoded, the data will be sent to the Internet or network
through a wired Ethernet /wireless connection. Similarly, the data received from
the Internet/network will also pass through the router and coded into radio signals
that will be received by the wireless adapter in a computer as indicated in Figure
11.12. Nowadays, this technology is widely used to share Internet connection with
laptops or desktops.

PC Desktop WiFi Storage

WiFi Phone
Notebook

Cable / ADSL

I MODERM

Fig. 11.12 : Wi-Fi transmission
Characteristics of Wi-Fi transmission

¢ Line of sight between communicating devices is not required.
e Data transmission speed is upto 54 Mbps.
e Wi-Fi can connect more number of devices simultaneously.

¢ Used for communication upto 375 ft (114 m).

c. Wi-MAX
Worldwide Interoperability for Microwave Access (Wi-MAX) originally based on
802.16e, combines the benefits of broadband and wireless. Wi-MAX has a frequency
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range of 2 GHz to 11 GHz. Wi-MAX can provide high-speed wireless Internet
access over very long distances (a whole city). Wi-MAX equipment exists in two
basic forms - base stations, installed by service providers to deploy the technology
in a coverage area, and receivers, installed by clients. Figure 11.13 shows the basic
components of a Wi-MAX transmission.

OPTICAL CABLE =————=p

BUSINESS ACCESS
Fig. 11.13 : WiMAX transmission

Characteristics of Wi-MAX transmission

*  Hundreds of users can connect to a single station.

*  Provides higher speed connection upto 70 Mbps over an area of 45 Kilometres.
e  Line of sight between communicating devices is not required.

*  Weather conditions like rain, storm, etc. could interrupt the signal.

¢ Very high power consumption.

e High costs of installation and operation.

d. Satellite link

Long distance wireless communication systems use satellite links for transmitting
signals. Usually, a signal travels in a straight line and is not able to bend around the
globe to reach a destination far away. Signals can be sent to geostationary satellites
in space and then redirected to another satellite or directly to a far away destination.
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A geostationary satellite orbits the earth in the same direction and amount of time
it takes to revolve the earth once. From the earth, therefore, the satellite appears to
be stationary, always above the same area of the earth. These satellites carry electronic
devices called transponders for receiving, amplifying, and re-broadcasting signals

to the earth.
Satellite in ’Sp?

: Downlink
Uplink
ek
Transmitting Receiving

Station_ssSs - Station

- I‘*M
i
P ]
de o5

Fig. 11.14 : Satellite link

Transmission of signals from the earth to a satellite is called uplink and from a
satellite to the earth is called downlink. There are multiple micro wave frequency
bands which are used for satellites links. Frequency used for uplink varies from 1.6
GHz to 30.0 GHz and that for downlink varies from 1.5 GHz to 20.0 GHz.
Downlink frequency is always lower than the uplink frequency.

The satellite system is very expensive, but its coverage area is very large.
Communication satellites are normally owned by governments or by government
approved organisations of various countries.

Characteristics of transmission using satellite link

e Satellites cover a large area of the earth.
e This system is expensive.

*  Requires legal permission and authorisation.
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Name the basic elements needed for a data communication system.
2.  Define resource sharing.

3. Name two classifications of communication channels between
computers in a network.

4. Name the connecter used to connect UTP/STP cable to a computer.

5. The cable media that use light to transmit data signals to very long
distances is

6. AM and FM radio broadcast and mobile phones make use of
medium for transmission.

7. The medium for communication used in home entertainment remote
control devices, certain mouse, etc. is

8.  Ashortrange communication technology that does not require line of
sight between communicating devices is

9. A communication system that is very expensive, but has a large
coverage area when compared to other wireless communication
systems is

11.4 Data communication devices

A data communication device provides an interface between computer and the
communication channel. These devices are used to transmit, receive, amplify and
route data signals across a network through various communication media.

11.4.1 Network Interface Card (NIC)

Network Interface Card (NIC) is a device that enables a computer to connect to a
network and communicate. It provides hardware interface between a computer
and a network. It can be a separate circuit board that is installed in a computer or a
circuit already integrated with the motherboard. NIC can prepare, send, receive
and control data on the network. It breaks up data into manageable units, translates

the protocols of the computer to that of the communication medium and supplies
address recognition capabilities.
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Fig. 11.15 (a) : NIC card Fig. 11.15 (b) : Wireless NIC card

Figure 11.15 (a, b) shows the NIC card and wireless NIC card. Some NIC cards
have wired connections (Ethernet), while others are wireless (Wi-Fi). Ethernet NICs
include jacks for network cables, while Wi-Fi NICs contain built-in transmitters/
receivers (transceivers) and an antenna. NICs can transfer data at a speed of

1 Gbps.
11.4.2 Hub

A hub is a device used in a wired
network to connect computers/
devices of the same network. Itis a
small, simple, passive and
inexpensive device (refer Figure
11.16). Computers/devices are connected to ports of the hub using Ethernet cable.
When NIC of one computer sends data packets to hub, the hub transmits the packets
to all other computers connected to it. Each computer is responsible for determining
its data packets. The computer for which the data packets are intended accepts it.
Other computers on the network discards these data packets. The main disadvantage
of hub is that it increases the network traffic and reduces the effective bandwidth,
as it transmits data packets to all devices connected to it.

11.4.3 Switch

Fig. 11.16 : Hub

A switch is an intelligent device that connects several computers to form a network.
It is a higher performance alternative to a hub. It looks exactly like a hub. Switches
are capable of determining the destination and redirect the data only to the intendend
node. Switch performs this by storing the addresses of all the devices connected to
itin a table. When a data packet is send by one device, the switch reads the destination
address on the packet and transmits the packet to the destination device with the
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help of the table. A switch performs better than a hub on busy networks, since it
generates less network traffic in delivering messages.

11.4.4 Repeater P

A repeater is a device that regenerates incoming
electrical, wireless or optical signals through a
communication medium (refer Figure 11.17). Data
transmissions through wired or wireless medium can
travel only a limited distance as the quality of the signal
degrades due to noise. Repeater receives incoming
data signals, amplifies the signals to their original

strength and retransmits them to the destination.
Fig. 11.17 : Wireless repeater

11.4.5 Bridge

A bridge is a device used to segmentise a network. An existing network can be split
into different segments and can be interconnected using a bridge. This reduces the
amount of traffic on a network. When a data packet reaches the bridge, it inspects
the incoming packet’s address and finds out to which side of the bridge itis addressed
(to nodes on the same side or the other side). Only those packets addressed to the
nodes on the other side, will be allowed to pass the bridge. Others will be discarded.
The packet that passes the bridge will be broadcast to all nodes on the other side
and is only accepted by the intended destination node. Figure 11.18 shows the
function of a bridge.

Connect computers to Wireless Access Point
switch using cable

Network
Bridge

b

Switch

“ 2 @é—
b

Fig. 11.18 : Bridge
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11.4.6 Router

A router is a device that can interconnect two networks of the same type using the
same protocol. It can find the optimal path for data packets to travel and reduce
the amount of traffic on a network. Even though its operations are similar to a
bridge, it is more intelligent. The router can check the device address and the network
address and can use algorithms to find the best path for packets to reach the
destination. Figure 11.19 shows the role of a router.

Internet

DSL/Cable
Modem

10.10.10.2 192.168.20.100

10.10.10.241 10.10.10.50 192.168.20.66 LdLENa0403

Fig. 11.19 : Router

11.4.7 Gateway

A gateway is a device that can
interconnect two different networks
having different protocols (refer
Figure 11.20). It can translate one
protocol to another protocol. It is
a network point that acts as an
entrance to another network. Its
operations are similar to that of a
router. It can check the device
address and the network address
and can use algorithms to find the

Fig. 11.20 : Gateway
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best path for packets to reach the destination. Further, while interconnecting two
networks with different protocols, there must be some mutual understanding between
the networks. A gateway is capable of understanding the address structure used in
different networks and seamlessly translate the data packet between these networks.

11.5 Data terminal equipments

A data terminal equipment (DTE) is a device that controls data flowing to or from
a computer. It is connected to the transmission medium at the end of a
telecommunication link. Here we discuss the most commonly used DTEs - modem
and multiplexer.

11.5.1 Modem

A modem is an electronic device used for communication between computers
through telephone lines (refer Figure 11.21). The name is formed from the first
three letters of the two words modulator and demodulator. It converts digital
signals received from a computer to analog signals (modulation) for telephone
lines. It also converts the analog signals received back from telephone lines to digital
signals (demodulation) for the computer. The speed of the modem determines
how fast it can send and receive information through telephone lines. The speed of
modem is measured in bits per second (bps).

MODEM

Fig. 11.21 : Communication using modem
11.5.2 Multiplexer/Demultiplexer

Have you ever wondered how 200 or more TV channels are transmitted through a
single cable in a television network? It is called multiplexing. Similar is the case with
data transmission over networks. Multiplexing is sending multiple signals on a
physical medium at the same time in the form of a single, complex signal and then
recovering the separate signals at the receiving end. Multiplexing divides the physical
medium into logical segments called frequency channels. Multiplexer combines
(multiplexes) the inputs from different sources and sends them through different
channels of a medium. The combined data travels over the medium simultaneously.




Downloaded from https:// www.studiestoday.com

7)== Computer Science - XI

At the destination, a demultiplexer separates (demultiplexes) the signals and sends
them to destinations. Figure 11.22 shows the function of a multiplexer and
demultiplexer.

S
oh Speed Communicatin %

MULTIPLEXER /
DEMULTIFLEXER

Fig. 11.22 : Multiplexer/De-multiplexer

necessary to create a small computer network having a maximum
of 10 nodes.

% Make a list of networking devices and communication medium

Check yourself

Compare hub and switch.
What is the use of a repeater?

The devices used to interconnect two networks of same type is

Differentiate between router and bridge.

I

A device that can interconnect two different networks having different
protocols is
Al SIECU0IIC dEVICE used [0 ColniTuication LEtWEEI1 CoiTpuicts

through telephone lines is

e\

11.6 Network topologies

Imagine that we have ten computers and we need to interconnect them to form a
network. What are the ways by which we can interconnect them?
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Using available media and based on certain conditions, there are different ways of
interconnecting the nodes. The way in which the nodes are physically interconnected
to form a network is called a Topology. Major topologies are bus, star, ring and
mesh.

11.6.1 Bus topology

In bus topology (refer Figure 11.23) all the nodes are connected to a main cable
called bus. If 2 node has to send data to another node, it sends data to the bus. The
signal travels through the entire length of the bus. All nodes check the bus, and only
the node for which data is addressed accepts it. A small device called terminator is
attached at each end of the bus. When the signal reaches the end of the bus, the
terminator absorbs the signal and removes it from the bus. Now the bus is free to
carry another signal. This prevents the reflection of a signal back on the cable and
hence eliminates the chances of signal interference. The process of transmitting
data from one node to all other nodes is called broadcasting.

S & S8

Terminator | ‘ Terminator

'y

Fig. 11.23 : Bus topology

Characteristics of bus topology
e FHasytoinstall.

*  Requires less cable length and hence it is cost effective.
e Failure of a node does not affect the network.

e Failure of cable (bus) or terminator leads to a break down of the entire
network.

e Fault diagnosis is difficult.

*  Onlyone node can transmit data at a time.

11.6.2 Star topology

In star topology each node is directly connected to a hub/switch as shown in Figure
11.24. If any node has to send some information to any other node, it sends the

-
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signal to the hub/switch. This signal is

then broadcasted (in case of a hub) to
all the nodes but is accepted only by
the intended node. In the case of a
switch, the signal is sent only to the

intended node.

Characteristics of star topology

*  More efficient compared to bus

topology.
e FEasytoinstall.

e Easy to diagnose faults.

¢ Easyto expand depending on the
specifications of central hub/

switch.

Fig. 11.24 : Star topology

e  Failure of hub/switch leads to failure of entire network.

*  Requires more cable length compared to bus topology.

11.6.3 Ring topology

In ring topology, all nodes are
connected using a cable that loops
in a ring or circle. A ring topology
isin the form of a circle that has no
start and no end (refer Figure
11.25). Terminators are not

necessary in a ring topology. Data

travels only in one direction in a
ring. While they are passed from

one node to the next, each node
regenerates the signal. The node for
which the signal is intended reads
the signal. After travelling through
each node, the signal reaches back
to the sending node from where it
is removed.

Fig. 11.25 : Ring topology
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Characteristics of ring topology

¢ No signal amplification is required as each node amplifies the signal.
*  Requires less cable length and hence is cost effective.
* If one node fails, entire network will fail.

¢ Addition of nodes to the network is difficult.

11.6.4 Mesh topology

In mesh topology, every node is
connected to other nodes. So there will
be more than one path between two
nodes as shown in Figure 11.26. If one
path fails, the data will take another
path and reach the destination.

Characteristics of mesh topology

¢ Network will not fail even if one
path between the nodes fails.

*  Expensive because of the extra
cables needed.

Fig. 11.26 : Mesh topology

e Very complex and difficult to manage.

% Identify the network topology used in your school lab.

_—

11.7 Types of networks

A computer network may span any amount of geographical area. It can be on a
table, in a room, in a building, in a city, in a country, across continents or around the
world. On the basis of the area covered, computer networks are classified as:

* PAN - Personal Area Network

* LLAN - Local Area Network

* MAN - Metropolitan Area Network

¢ WAN -Wide Area Network
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11.7.1 Personal Area Network (PAN)

PAN is a network of communicating
devices (computer, mobile, tablet,
printer, etc.) in the proximity of an
individual. It can cover an area of a
radius with few meters (refer Figure
11.27).

When we transfer songs from one cell

phone to another or fromaPCtoan | -
MP3 player, a PAN is set up between _-]
the two. PAN can be set up using &%
guided media (USB) or unguided
media (Bluetooth, infrared).

11.7.2 Local Area Network (LAN)

LLAN is a network of computing and communicating devices in a room, building,
or campus. It can cover an area of radius with a few meters to a few Kilometers. A
networked office building, school or home usually contains a single LAN, though
sometimes one building can contain a few small LANs (Like some schools have
independent LANs in each computer lab) as shown in Figure 11.28. Occasionally a
LAN can span a group of nearby buildings.

Fig. 11.27 : Personal Area Network

OFFIGE

1

==l

Fig. 11.28 : Local Area Network
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In addition to operating in a limited space, a LAN is owned, controlled and managed

by a single person or an organisation.

LAN can be set up using wired media (UTP cables, coaxial cables, etc.) or wireless
media (infrared, radio waves, etc.). If a LAN is setup using unguided media, it is
known as WLAN (Wireless LAN).

11.7.3 Metropolitan Area Network (MAN)

MAN is a network of computing and communicating devices within a city. It can
cover an area of a few Kilometers to a few hundred Kilometers radius. MAN is
usually formed by interconnecting a number of LANs and individual computers.
All types of communication media (guided and unguided) are used to set up a
MAN. MAN is typically owned and operated by a single entity such as a government
body or a large corporation (refer Figure 11.29).

Central office headquarters

Factory

Regional Branch Office
Fig. 11.29 : Metropolitan Area Network

11.7.4 Wide Area Network (WAN)

WAN is a network of computing and communicating devices crossing the limits of
a city, country or continent. It can cover an area of over hundreds of Kilometers in
radius. WAN usually contain a number of interconnected individual computers,
LLANs, MANs and maybe other WANSs. All types of communication media (guided
and unguided) are used to set up a WAN as shown in Figure 11.30. The best known
example of a WAN is the Internet. Internetis considered as the largest WAN in the
world. A network of ATMs, banks, government offices, international organisations,
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offices, etc. spread over a country, continent or covering many continents are

examples of WAN. E
Y
e
ATM  Dish

India

Flg 11.30 : Wide Area Network
Table 11.1 summarises the characteristics of PAN, LAN, MAN and WAN.

Parameter PAN LAN MAN WAN

Area covered Small area A few meters to A city and its | Entire country,

(Up to 10 mradius)| afew Kilometers vicinity (Up to continent,
(Upto 10 Kmradius) | (100 Km radius) or globe

Transmission High speed High speed Moderate Low speed

speed speed

Networking cost Negligible Inexpensive Moderately Expensive

expensive

Table 11.1 : Characteristics summary of PAN, LAN, MAN, WAN
11.8 Logical classification of networks

This classification is based on the role of computers in the network and division
falls into two categories: peer-to-peer and client-server.

11.8.1 Peer-to-Peer

A peer-to-peer network has no dedicated servers. Here a number of computers
are connected together for the purpose of sharing information or devices. All the
computers are considered equal. Any computer can act as a client or as a server at
any instance. This network is ideal for small networks where there is no need for
dedicated servers, like home network or small business establishments or shops.
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11.8.2 Client-Server

The client-server concept is the driving force behind most of the networks. It is
similar to going to a restaurant, reading the menu, calling the waiter (server) and
then ordering one’s preference from the menu. If the ordered item is available in
the restaurant at that time, it is 'served' to whom the order was placed (client), else

the request is refused. Client Client

In a network, the client-server architecture consists
of high-end computer (called server) serving lower
configuration machines called clients. A server
provides clients with specific services (responses) Request/

. R . . . Response
upon client’s request. The services include sharing

Request/
Response

of data, software and hardware resources. Figure ¢ =

11.31 shows the general client-server architecture. L L )
Client-server architecture is an example for Client Client
centralised software management. When software is Fig. 11.31 : Client - Server

loaded on the server and shared among the clients, changes made to the software in
the server will reflect in the clients also. So there is no need to spend time and
energy for installing updates and tracking files independently on the clients.

Classifications for servers are

a) File server - A computer that stores and manages files for multiple users on a
network.

b) Web server - A computer dedicated to responding to requests for web pages.

c) Print server - Redirects print jobs from clients to specific printers.

d) Database server - Allows authorised clients to view, modify and/or delete
data in a common database.

Check yourself

1. In bus topology, when the signal reaches the end of the bus,
absorbs the signal and removes it from the bus.

12 In topology each node is directly connected to a hub/switch.
3. In which topology is every node connected to other nodes?

4. Categorise and classify the different types of networks given below:

ATM network, Cable television network, Network within the school,
Network at home using bluetooth, Telephone network, Railway network

5. Whatis PAN?
6. Whatis a peer-to-peer network?
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11.9 Identification of computers over a network

Imagine that you are in India and you wish to write a letter to your friend in America.
What would you do? You write a letter, put it in an envelop, write your friend’s
address on it and write your address on the back. When the letter is posted in a post
office in India, it is stamped with a unique seal and date. After going through a
feasible route the letter reaches the post office in America, where it is stamped
again with a unique seal and date. Then, the postman makes sure that it reaches the
specified addressee. In a network, data is sent in the form of packets in a similar
way.

Once a network has been set up, the nodes can communicate among themselves.
But for proper communication, the nodes should be uniquely identifiable. If node

X sends some information to node Y on a network, then it is mandatory that nodes
Xand 'Y are uniquely identifiable on the network. Let us see how this is achieved.

11.9.1 Media Access Control (MAC) address

A Media Access Control (MAC) address is a universally unique address (12 digit
hexadecimal number) assigned to each NIC (Network Interface Card) by its
manufacturer. This address is known as the MAC address. It means that a machine
with an NIC can be identified uniquely through the MAC address of its NIC. MAC
address of an NIC is permanent and never changes.

MAC addresses are 12-digit hexadecimal (or 48 bit binary) numbers. By convention,
MAC addresses are usually written in one of the following two formats:

MM:MM:MM:SS:SS:SS or MM —-MM -MM -S8§-S8§-S8S§

The first half (MM:MM:MM) of a MAC address contains the ID number of the
adapter manufacturer. The second half (SS:SS:SS) of a MAC address represents the

serial number assigned to the adapter (NIC) by its manufacturer. For example, in
the following MAC address,

00:A0:C9|:|14:C8:35

The prefix 00:A0:C9 indicates that the manufacturer is Intel Corporation. And the
last three numbers 14:C8:35 are given by the manufacturer (Intel in this example) to
this NIC.

11.9.2 Internet Protocol (IP) address

An IP address is a unique 4 part numeric address assigned to each node on a network,
for their unique identification. IP address is assigned to each machine by the network
administrator or the Internet Service Provider. An IP address is a group of four
bytes (or 32 bits) each of which can be a number from 0 to 255.
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To make it easier for us to remember, IP addresses are normally expressed in decimal
format as a “dotted decimal number” as indicated in Figure 11.32.

On a network, the IP address of a machine is
used to identify it. IP protocol identifies a | 10910100 [ 010011101 11111010 1 00001100
machine with its IP address to route the l l \ l

packets.

There are two versions of IP addresses: 148 . 78 . 250 . 12
version 4 (IPv4) and version 6 (IPv0). IPv4 Fig. 11.32 : IP address

uses 32 bits and IPv6 uses 128 bits for an IP address. Using IPv4 only 2%
(approximately 4 billion) distinct devices can be addressed.

As the number of devices which need to be networked (mobile phones, home

appliances, personal communication devices, etc.) is increasing at a very fast pace,

IPv4 addresses are being exhausted. To address this problem IPv6 was developed

and it is now being deployed. Using IPv6, 2'* (approximately 4 billion x 4 billion
4 billion 4 billion) distinct devices can be addressed.

Identify the IP and MAC Id of each networked machine in your school
% and prepare a table as follows. (Use ipconfig /all at command prompt).

_ SI No Computer Name IP MAC
1
2.
3.

11.10 Network protocols

A network protocol is the special set of rules to be followed in a network when
devices in the network exchange data with each other. Each protocol specifies its
own rules for formatting data, compressing data, error checking, identifying and
making connections and making sure that data packets reach its destination.

Several computer network protocols have been developed for specific purposes
and environments. Some commonly used protocols are TCP/IP, SPx/IPx, etc.

TCP/IP

TCP/IP, Transmission Control Protocol/Internet Protocol, is a suite of
communications protocols used to interconnect network devices on the local
networks and the Internet. TCP/IP defines rules for how electronic devices (like
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computers) should be connected to the Internet and how data should be transmitted
between them.

When data is to be sent from one computer to another over Internet, it is first
broken into smaller packets by TCP and then sent. When these packets are received
by the receiving computer, TCP checks packets for errors. If errors are found,
TCP submits requests for retransmission; else packets are assembled into the original
message according to the rules specified in TCP protocol. Figure 11.33 shows the
steps involved in the working of TCP/IP protocol. Delivery of each of these packets
to the right destinations is done by Internet protocol (IP). Even though different
packets of the same message may be routed differently, they will reach the same
destination and get reassembled there. HT'TP, FTP and DNS are three sub protocols

of TCP/IP protocol suite.
STEP 1 STEP 2 STEP 3
The TCP protocol The packets travel from The TGP protocol
P | breaks data router to router over the reassembles the
To into packets Internet according to the packets into the To
From IP protocol original whole From

, .?0@ ‘.m_.“'g\

1
Router
M—. .u—‘?’—‘.

Fig: 11.33 : How TCP/IP works

a. HTTP

HTTP stands for Hypertext Transfer Protocol. It is a standard protocol for
transferring requests from client-side and to receive responses from the server-
side. The HT'TP client (browser) sends a HT'TP request to the HT'TP server (web
server) and server responds with a HTTP response. This pair of request and
response is called an HTTP session (refer Figure 11.34).

The response from the server can be static [ Request
such as a file already stored on the server,or |
dynamic, such as the result of executing a Client
piece of code by the server as per the request " Response
from the client. Fig. 11.34 : An HTTP session
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The two important characteristics of HI' TP are
e HTTP is transmission medium independent.

e HTTPis stateless (The server and client are aware of each other only during a
request or response. Afterwards, each forgets the other).

b. FTP

FTP stands for File Transfer Protocol. It is a standard for exchanging of data and
program files across a network. FTP is the easiest way to transfer files between
computers via the Internet. It uses TCP and IP to perform uploading and
downloading. A FTIP client program installed in the computer can help in the
uploading (sending files to another computer) and downloading (receiving files
from another computer) of files.

FTP uses client—server architecture in servers with security features, username and
password protection for file transfer. An FTP client program (Filezilla, Cute FTP,
etc.) installed in the computer can help in the easy uploading and downloading of
files.

c. DNS

DNS stands for Domain Name System. DNS returns the IP address of the domain
name, that we type in our web browser’s address bar. (like mobile phone
automatically dialing the phone number when we select a name from contact list).

The DNS system has its own network. DNS implements a database to store domain
names and IP address information of all web sites on the Internet. DNS assumes
that IP addresses do not change (statically assigned). If one DNS server does not
know how to translate a particular domain name, it asks another one, and so on,
until the correct IP address is returned.

Find and prepare notes on five protocols other than TCP/IP, HTTP,
% FTP, DNS.

11.11 Uniform Resource Locator (URL)

URL stands for Uniform Resource Locator. URL is a formatted text string used
by web browsers, e-mail clients and other software to identify a network resource
on the Internet. Every resource on the Internet has a unique URL. Network resources
are files that can be plain web pages, other text documents, graphics, programs, etc.

—
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URL consists of letters, numbers and punctuations. URL string can be divided into
three parts.

a)  Network protocol (also called the scheme)
b)  Domain name (Host name or address)
¢)  Filename

For example the URL http:/ /www.dhsekerala.gov.in/index.html has three parts as
shown in Figure 11.35. The detailed description of these three parts are given below:

(http:ﬁ] [www.dhsekerala.gw.in } [findex.html ]

l

Protocol Domain Mame File Name
Fig: 11.35 : Components of an URL

a. Protocol

The protocol enables the browser to know what protocol is used to access the
information specified in the domain.

b. Domain name

Domain name is the name assigned to a server through the Domain Name System
(DNS). Domain names are used in URLs to identify the particular web server.
Domain names provide Internet users with a short name that s easy to remember.
Whenever we have to communicate with a computer on Internet, we can do so by
using its IP address. But it is practically impossible for a person to remember the IP
addresses of all the computers, one may have to communicate with. Therefore, a
system has been developed which assigns names to computers (web servers) and
maintains a database of these names and their corresponding IP addresses. These
names are called domain names.Examples of some domain names are
dhsekerala.gov.in, keralaresults.nic.in, google.com, gmail.com, etc.

A domain name usually has more than one part: top level domain name or primary
domain name and sub-domain name(s). For example, in the domain name above,
‘in’ is the primary domain name; ‘gov’ is the sub-domain of in and ‘dhsekerala’ is
the sub-domain of ‘gov’. There are only a limited number of top level domains and
these are divided into two categories: Generic Domain Names and Country-Specific

Domain Names. Examples of generic and country specific domain names are given
in Table 11.2.
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Generic Domain Names Country Specific Domain Names
.com Commercial business in India

.edu  Educational institutions .au Australia

.gov  Government agencies .ca Canada

Jnil  Military .ch China

.net  Network organizations Jp Japan

.org  Organizations (nonprofit) .us United States of America

Table 11.2 : Generic and country specific domain names
c. Filename

It s the file to be opened. In the example given in Figure 11.35, 'index.html' is the
file that is to be accessed from the web server specified by the domain name.

Make a list of valid URL, containing two examples for each generic
domain name and country specific domain name. Also note down
the file name opened by default (for file look at the URL in address

IEEHSIAEl Dar after the site is opened).

< Let us sum up

We learned about computer networks, the essential technology of the century,
in this chapter. Importance of network was discussed by highlighting the
various advantages it provides. We discussed the various communication
media and their pros and cons. The devices used at various situations while
forming a network was also discussed. Before discussing the types of network,
we learned the different ways a network could be formed by discussing various
topologies. We then discussed protocol and how TCP/IP send/receive data
across the network. Methods to uniquely identify a node in the network were
introduced and finally we concluded discussing URL.
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% Learning outcomes

Atter the completion of this chapter the learner will be able to

e identify and choose a communication medium.
e compare different types of network.

e explain the logical classification of networks.

e identify how data is sent across networks.

*  design small networks.

e  explain how a node is identified in a network.

identify the various parts of a URL.

Very short answer type

1. The transmission media which carry information in the form of light signals is

called
a. Coaxial b. Twisted
c. Wik d. Optical Fiber

2. Different networks with different protocols are connected by a device called

a. Router b. Bridge

c. Switch d. Gateway
3. In topology, the failure of any one computer will affect the network
operation.
a. Bus b. Ring
c. Star d. none of these
4. To transmit signals from multiple devices through a single communication
channel simultaneously, we use device.
a. Modem b. Switch
c. Router d. Multiplexer

5. Bluetooth can be used for
a. longdistance communication b. short distance communication

c. inmobile phones only d. none of the above
6. Satellite links are generally used for

a. PANs b. LANs

c. MANs d. all of the above
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7. A domain name maps to
a. URL b. an IP address
c. website d. all of the above
Short answer type
Define bandwidth.
Switch and Hub are two devices associated with networking, Differentiate them.
What is an IP address? Give an example.
Whatis TCP/IP? What is its importance?
Define a computer network.
What is Bluetooth?
What is a Modem?
Distinguish between router and gateway.

A S Ol e

Explain the need for establishing computer networks.
. What are the uses of computer networks?

—_
— O

. What is the limitation of microwave transmission? How is it eliminated?

—_
N

Briefly describe the characteristics of Wi-Fi.

—_
e

An International School is planning to connect all computers, spread over
distance of 45 meters. Suggest an economical cable type having high-speed
data transfer, which can be used to connect these computers.

14. What is NIC? What is its importance in networking?

15. Suppose that you are the administrator of network lab in one Institution. Your
manager directed you to replace 10 Mbps switch by 10 Mbps Ethernet hub
for better service. Will you agree with this decision? Justify your answer.

16. You need to transfer a biodata file stored in your computer to your friend’s
computer thatis 10 kms away using telephone network

a.  Name the device used for this at both ends.

b. Explain how the file is send and received inside the device, once a
connection between two computers is established.

17. When s a repeater used in a computer network?
18. Compare infrared and Bluetooth transmission.

19. Identify and explain the device used for connecting a computer to a telephone
network.

20. Briefly explain LAN topologies.
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21. Briefly desctribe TCP/IP protocol.

22. Whatis a MAC address? What is the difference between a MAC address and
an IP address?

Long answer type

How are computer networks classified, based on size?

Compare different LAN topologies.

Explain various types of guided communication channels.

Compare different unguided media.

Define the term protocol. Briefly describe any two communication protocols.

Briefly describe the various communication devices used in computer networks.

N A =

Which is/are communication channel(s) suitable for the following situations?
Setting up a LAN.

Transfer of data from a laptop to a mobile phone.

Transfer of data from one mobile phone to another.

Creating a remote control that can control multiple devices in a home.
Very fast communication between two offices in two different countries.

Communication in a hilly area.

@ Mmoo o0 TR

Communication within a city and its vicinity where cost of cabling is too
high.




History of the Internet

Connecting the computer to

the Internet

Types of connectivity

o Dial up

o Wired broadband

o Wireless broadband

o Internet access sharing
methods

Services on Internet

o WWWwW

o Search engines

o Email

o Social media

Cyber security

o Computer virus, worm, Trojan

horse, spams, hacking,
phishing, denial of service
aftack, man-in the-middle
attacks

Preventing network attacks

o Firewall, anfivirus scanners,
cookies

Guidelines for using

computers over Internet

Mobile computing

Mobile communication

o Generations in mobile
communication

o Mobile communication
services

Mobile operating system

Internet and
Mobile Computing

In the previous chapter we saw that the Internet
is the largest computer network in the world. We
use the Internet to check SSLC results, to submit
applications for higher secondary school
admissions and check its status, to get
information about various types of scholarships
and to submit applications for receiving them,
etc. Can you imagine life without the Internet
today? It would be difficult for us to manage all
the above tasks without it. Internet has definitely
made life easier for us. It has influenced our daily
life to a great extent. Because of its wide
popularity and increase in use even the television
sets with facilities for Internet connectivity have
come up in markets.

People generally use the Internet to search
information, access e-mails, make bill payments,
for online shopping, online banking, to connect
with people in social networking sites, etc. The
reach of Internet is very vast and it helps in
reducing cost and time. Issues like online intrusion
to privacy, online fraud, cyber-attacks, etc. are
becoming common now. Apart from the Internet
and its access methods, let us discuss the various
services provided by the Internet like search
engines, e-mail, social media and about the threats
and preventive measures while using Internet in
this chapter.
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12.1 History of the Internet

The Internet started as a small network through a project by the United States
Department of Defence by the name ARPANET (Advanced Research Projects
Agency Network). During 1970s this military network was connected to the
computers of Universities and companies that worked for the Department of
Defence. In 1984 the military network split from ARPANET to form MILNET to
be used by the Ametican military only. ARPANET which used TCP/IP protocol
for communication was thereafter used for scientific research and information
sharing. Later, several other networks merged with ARPANET to form a large
network. ARPANET is considered as the first wide area network (WAN).Vinton
Gray Cerf who was instrumental in the development of Internet and TCP/IP
protocol, is considered as the father of Internet.

Vinton Gray Cerf (1943 - ) popularly called Vint
Cerf, an American computer scientist, is widely
known as 'Father of the Internet'. He was
instrumental in the initial development of Internet
along with his fellow American computer scientist Bob Kahn.
He worked for the United States Department of Defence -
Advanced Research Projects Agency (DARPA) and had a key role in the
development of TCP/IP protocol. He was also involved in the formation of
ICANN.

In 1989, Tim Berners Lee, a researcher, proposed the idea of
World Wide Web (WWW). Tim BernersLee and his team are
credited with inventing Hyper Text Transfer Protocol (HTTP),
HTML and the technology for a web server and a web
browser. Using hyperlinks embedded in hypertext the web
developers were able to connect web pages. They could design
attractive webpages containing text, sound and graphics. This
change witnessed a massive expansion of the Internet in the ‘
1990s.

Fig. 12.1:Tim Berners Lee
Various types of computers loaded with diverse operating (1955 - )

systems in different organisations at geographically distant locations joined this
network making it a global phenomenon. TCP/IP protocol is used as the
communication protocol for Internet. Any computer that joins Internet should follow
the TCP/IP protocol. In 1998, Internet Corporation for Assigned Names and
Numbers (ICANN) was established. ICANN does not control the Internet content;
rather it develops policies on the Internet’s Uniform Resource Locators (URL).

—
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Today, Internet is the largest public network that connects billions of computers
all over the world and provides several services like searching, e-mail, file transfer,
social networking, etc. The Internet is an interconnected system of computer
networks that serves the users all over the world.

An intranet is considered as a private computer network similar to Internet that
uses TCP/IP protocol to share information, softwatre or services within an
organisation. An intranet can host websites, provide e-mail service, file transfer
and other services available on Internet.

When an intranet is made accessible to some computers that are not part of a
company’s private network it is called an extranet. A network that allows vendors
and business partners to access a company resource can be considered as an example
of extranet.

12.2 Connecting the computer to the Internet

As we know today, the Internet has become very popular and almost all organisations
and people around the world are joining it. Earlier, people used the Internet to
search for information and check e-mails only, but today It is used to book train
tickets, recharge mobile phones, Internet banking and a lot more. Therefore almost
all of us require an Internet connection in our computers or mobile devices.

The following are the hardware and software requirements for connecting a computer
to the Internet:

e A computer with Network Interface Card (wired/wireless) facility and an
operating system that supports TCP/IP protocol

e Modem

e Telephone connection

e AnlInternetaccount given by an Internet Service Provider (ISP)

e  Software like browser, client application for e-mail, chat, etc.

Nowadays desktop computers or laptops are not the only devices that we use to
connect to the Internet. People have also started using tablets, smart phones, etc. to
browse the Internet. Some of these devices come with built-in modems, whereas
others use a wireless dongle or wireless connection from a modem to access the
Internet.

12.3 Types of connectivity

Today most websites use images and multimedia content to make webpages more
attractive. Several websites provide videos that can be downloaded or viewed on
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the Internet. Instead of distributing software in CDs or other storage media, it is
now distributed online by various vendors. The latest trend shows that software
like word processors, spreadsheets, antivirus, etc. are used online on a rental basis
instead of installing it on each computer. In all these cases, a large volume of data
is transferred online. Therefore the speed or data transfer rate of the Internetis an
important aspect. Data transfer rate is the average number of bits transferred
between devices in unit time.

1 kbps = 1000 bits per second
1 Mbps = 1000 kbps
1 Gbps = 1000 Mbps

Difference between unit symbols b and B
b stands for bit
B stands for Byte
Difference between unit symbols k and K
k = 1000 = 10°
K = 1024 = 2%
Here 'k’ is a decimal unit and 'K’ is a binary unit of measurement. But for
Mega, Giga and Tera, both decimal and binary units use 'M’, '6' and 'T" as

symbols respectively. They are differentiated from the context in which
they are used.

Note that data transfer rate is measured in decimal units and memory is
measured in binary.

The main factor that decides Internet access speed is the type of connectivity we
choose to link to the Internet. Internet connectivity is classified based on the speed
of the connection and the technology used. They can be broadly classified as dial-
up connectivity, wired broadband connectivity and wireless broadband connectivity.
The data transfer rates of each type of connectivity may vary as techonology
advances.

12.3.1 Dial-up connectivity

A dial-up connection uses the conventional telephone line and a dial-up modem to
dial and connect to the server at the Internet Service Provider (ISP). Figure 12.2
shows the dial-up connectivity system. As the connection is made by dialing, it
takes time to connect to the server at the ISP. This connection commonly uses a 56
kbps modem that can transmit data up to a maximum speed of 56 kbps. This slow
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Fig. 12.2:Dial-up connecnvzty

connection is comparatively less costly when compared to other types of connections.

Another disadvantage is that a dial-up connection requires exclusive use of the

telephone line, i.e., while accessing Internet, we cannot make or receive telephone

calls (voice calls). Nowadays, broadband connections that have a hlgher speed are

replacing dial-up connections. :

12.3.2 Wired broadband connectivity

The term broadband refers to a broad range of
technologies that help us to connect to the Internet ata
higher data rate (speed). Wired broadband connections
are ‘always on’ connections that do not need to be dialled and connected. Broadband
connections use a broadband modem (refer Figure 12.3) and allow us to use the
telephone even while using the Internet. Table 12.1 shows the comparison between
dial-up and wired broadband connections.

Fig. 12.3: Broadband
modem

Dial-up connection Wired broadband connection

* Slow connection, speed upto 56 kbps | ¢ High speed connection,
speed usually higher than 256 kbps
* Requires dialing to connect to ISP * Always on connection

* Uses telephone line exclusively * Simultaneous use of voice and Internet

* Uses dial-up modem Uses broadband modem

Table 12.1: Comparison between dial-up and wired broadband connections

Popular broadband technologies are Integrated Services Digital Network (ISDN),
Cable Internet, Digital Subscriber Line (DSL), Leased Lines and Fiber to the Home

(FTTH).
a. Integrated Services Digital Network (ISDN)

ISDN is a broadband service capable of transporting voice and digital data. Most
ISDN lines offered by telephone companies give users two lines. The users can use




one line for voice and the other for data, or they can use both lines for data. ISDN
lines are capable of offering data transfer rates upto 2 Mbps.

b. Cable Internet

Cable Internet access provides Internet access using coaxial cables laid for television
signal transmission to our homes. The service provider uses a cable modem at our
home to connect our computer to cable network. Cable TV systems are designed
to carry large bandwidth and therefore cable Internet can provide speeds between
1 Mbps to 10 Mbps.

c. Digital Subscriber Line (DSL)

DSLis another broadband service that provides connection to the Internet through
standard telephone lines. DSL allows the user to use copper telephone lines for
both Internet communication and for making voice calls simultaneously. It is
composed of several subcategories, the most common being Asymmetric Digital
Subscriber Line (ADSL). ADSL is a communication technology that allows faster
flow of information over a telephone line. The down stream speed of ADSL
services typically ranges from 256 kbps to 24 Mbps. This connection requires an
ADSL modem at our homes/offices. ADSL is the most popular broadband service
available in India.

d. LeasedLine

Leased lines are dedicated lines used to provide Internet facility to ISPs, business,
and other large enterprises. An Internetleased line is a premium Internet connection
that provides speed in the range from 2 Mbps to 100 Mbps and is comparatively
costly. This is why leased lines are used only for connecting large campus of
organisations like educational institutions to Internet.

e. Fibre to the Home (FTTH)

Fibre to the Home (FT'TH) uses optical fibres for data transmission. Optical fibres
are laid from the ISP to our homes. FTTH technology has been accepted worldwide
to implement high speed Internet to the home. Since optical fibres are known to
have high bandwidth and low error rates, they provide very high speed connectivity.
A Network Termination Unit (NTU) is installed in our homes, which is connected
to our computer through an FT'TH modem.

12.3.3 Wireless broadband connectivity

Wireless broadband connectivity provides almost the
same speed as that of a wired broadband connection.
The popular wireless broadband accesses are Mobile
Broadband, Wi-MAX, Satellite Broadband and  Fig. 12.4 : Wireless broadband
Wi-Fi. Some of the wireless modems available for modems

use to connect to Internet are shown in Figure 12.4.

.
-

o d—
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a. Mobile broadband

Mobile broadband is wireless Internet access using mobile phone, USB wireless
modem, tablet or other mobile devices. The modem is built into mobile phones,
tablets, USB dongles, etc. Mobile broadband offers the freedom to allow the user
to access the Internet from anywhere on the move. This technology uses the cellular
network of mobile phones for data transmission. The mobile technology for data
transmission has been changing from 2°! Generation (2G) through 3™ Generation
(3G) to the current 4" Generation (4G). The speed of data transmission increases
with the progression of generations of mobile technology.

b. Wi-MAX

In the previous chapter we learned that Worldwide Interoperability for Microwave
Access (Wi-MAX) is used as an alternative for wired broadband. Wi-MAX offers
a Metropolitan Area Network which can provide wireless Internet upto a distance
of 50 Km. Connectivity is provided using devices like Wi-MAX handsets, USB
dongles, devices embedded in laptops, etc. that have a Wi-MAX modem integrated
in it. This technology provides a maximum connection speed of upto 70 Mbps.

c. Satellite broadband

Satellite broadband technology is a method by which Internet connectivity is
provided through a satellite. A Very Small Aperture Terminal (VSAT) dish antenna
and a transceiver (transmitter and receiver) are required at the user’s location. A
modem at the user’s end links the uset’s computer with the transceiver. Download
speed is upto 1 Gbps for this technology. It is among the most expensive forms of
broadband Internet access. They are used by banks, stock exchanges, governments,
etc. and also for Internet access in remote areas.

12.3.4 Internet access sharing methods

An Internet connection can be shared among several computers using a LAN,
Wi-Fi network or Li-Fi network.

a. Using LAN

The Internet connected to a computer in a Local Area Network (LAN) can be
shared among other computers in the network. This can be done either using features
available in the operating system or using any proxy server software available in
the market. Sharing can also be done by connecting computers directly to the router
using a cable.
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b. Using Wi-Finetwork

We have heard of Wi-Fi campuses in large educational institutions, coffee shops,
shopping malls, hotels, etc. We also know that some of the broadband modems at
our homes and schools offer Wi-Fi Internet access.Wi-Fi is a popular short distance
data transmission technology thatis used for network access, mostly Internet. Wi-
Fi locations receive Internet connection through any one of the above mentioned
wired or wireless broadband access methods, as discussed in the previous

section. They provide us Internet connectivity through

a Wi-F1 router or a wireless network access point. *
Such an access point, popularly called hotspot, has a W i

range of about 100 meters indoors and a greater range 7 | ™
outdoors. We access Internet in our Wi-Fi enabled N Y
devices like laptops, tablets, mobile phones, etc. 1&' ’

through these hotspots. A drawback of Wi-Fiis that

o . ; Fig. 12.5 : Wi-Fi network
it is less secure than wired connections.

c. Using Li-Finetwork

Li-Fi (Light Fidelity) is a fast optical version of Wi-Fi, which uses visible light for
data transmission. The main component of this communication is a bright LED
(Light Emitting Diode) lamp that can transmit data and a photo diode that serves
as the receiver. LEDs can be switched on and off to generate a binary string of 1s
and Os. The flickering of this LED is so fast that the human eye cannot detectit. A
data rate of over 100 Mbps is possible using this technique as light offers very high
bandwidth. Another advantage is that since Li-Fi uses light, it can be used in aircrafts
and hospitals where radio waves may cause interference. It can also be used
underwater where Wi-Fi does not work. It provides greater security as light cannot
penetrate walls when compared to Wi-Fi. One of the shortcomings of Li-Fi is that
it works only in direct line-of-sight. In future this technology can be further developed
to use light bulbs as a source of Internet.

Check yourself

ARPANET stands for

Who proposed the idea of www?

The protocol for Internet communication is

What do you mean by an ‘always on’ connection?

S e B =

A short distance wireless Internet access method is




% Prepare a comparison chart on the different methods of Internet
connection.

12.4 Services on Internet

The Internet offers a variety of services. Services like WWW, e-mail, search engines,
social media, etc. are widely used throughout the globe. In this section we shall
discuss some of the services of Internet.

12.4.1 World Wide Web (WWW)

The World Wide Web (WWW) is a system of interlinked hypertext documents
accessed via the Internet. Itis a service on the Internet that uses Internetinfrastructure.
WWW is a huge client-server system consisting of millions of clients and servers
connected together. Each server maintains a collection of documents and they can
be accessed using a reference called Uniform Resource Locator (URL). These
documents may contain text, images, videos and other multimedia content. It may
also contain hyperlinks to documents on different servers. Selecting a hyperlink
results in a request to fetch that document/web page from the server and display
it. The WWW works by establishing hypertext links between documents anywhere
on the network. Clients can access the documents on the servers using software
called browser. A browser is responsible for propetrly displaying the documents.

a. Browser

A web browser is a software that we use to retrieve or present information and to
navigate through web pages in the World Wide Web. The document to be displayed
is identified using a URL. A URL consists of its DNS name and the file name to be
retrieved. It also specifies the protocol for transferring the document across the
network. A browser is capable of displaying text, images, hypertext links, videos,
sounds, sctipts (program code inside a web page), etc. in a web document/page.
Most of WWW documents are created using Hyper Text Markup Language
(HTML) tags and are called web pages. The web browser interprets these tags and
displays a formatted page. It allows us to navigate through web pages using the
hyperlinks available in web pages. Some common browsers are Google Chrome,
Internet Explorer, Mozilla Firefox, Opera, and Safari. Icons of some popular
browsers are shown in Figure 12.6. Some of these browsers have a mobile version
that can be used in mobile operating systems.
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Google Chrome Internet Explorer Mozilla Firefox Opera Safari

Fig. 12.6 : Icons of popular browsers

b. Web browsing

All of us have visited web sites by entering the website address (URL) into web
browsers and then using the hyperlinks in it to move through the web pages.
Traversing through the web pages of World Wide Web is called web browsing;
Major operations performed while web browsing are shown in Figure 12.7.

ISP’s DNS server

3. Browser mak

® nnection to the Sei: Top

4. Browser sends a GET requ A
or the

Y

©f retums the file
Fig. 12.7 : Web browsing

Suppose you wish to visit the website ‘www.kerala.gov.in’. What will you do? You

will enter this URL in the address box of the web browser and press Enter key.
The steps a browser will follow to display a webpage may be summatised as follows.

Web server

1. The browser determines the URL (http://www.kerala.gov.in) entered.

2. The browser then sends a request to the DNS server of the user’s ISP to get
the IP address of the URL.

3. TheISP’s DNS server replies with the IP address.

4.  'The browser then makes a TCP connection to the web server at the IP address
(www.kerala.gov.in).

5. Thenitsendsa GET request for the required file (web page) to the web server.

6. The web server returns the web page.
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7. 'The TCP connection is released.
8. The browser processes the contents of the webpage and displays it.

12.4.2 Search engines

There are millions of pages available Internet
on the Internet that contain Finds new pages or
information on a variety of topics. o crawls | i changed
Butitis very difficult to search fora : 3521; ggg:n a
topic in this large collection of web : '
pages. Internet search engine /(o Returns to create an

§ index in the serveri

are designed to help people to find |
information available in World Wide ] ’%

. Spider/
Web. Search engine programs search ~ Crawler
documents avaﬂable on Woﬂd Wlde Search engine server
Web for specified keywords and
return a list of the documents/web
pages matching the keywords.

Letus discuss the technology behind
these websites. Search engine web
sites use programs called web
crawlers or spiders or robots to search the web. Web crawlers search the web pages
stored in the different web servers and find possible keywords. The search engine
website stores these keywords along with their URLs to form an index in the search
engine’s web servers. When we use the search engine website to search a particular

websites are special programs that *;

Fig. 12.8 : Working of a search engine
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Fig. 1 2 9 Search results of different search engines
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topic (keyword), it does not search the World Wide Web. It only searches the index,
which the web crawler programs have created in the search engine’s web server for
the topic/keyword. Search engines select a list of URLs where the particular topic
is found from the index and displays it as the result. Figure 12.8 shows the working
of a search engine.

Some of the most popular web search engine sites are Google, Bing, Yahoo Search,
Ask, etc. Figure 12.9 shows the search results of different search engines.

12.4.3 E-mail

E-mail enables us to contact any person in the world in a matter of seconds. Billions
of e-mail messages are sent over the Internet every day. Electronic mail or e-mail
is a method of exchanging digital messages between computers over Internet.

E-mail has become an extremely popular communication tool. The e-mail will be
delivered almost instantly in the recipient’s mail box (Inbox). Apart from text mattet,
we can send files, documents, pictures, etc. as attachment along with e-mail. The
same e-mail can be sent to any number of people simultaneously. Figure 12.10
shows a sample e-mail message.

Search amal o View &l smngery  ~  IOTE-Elta Fwd: Fwe CF and \NET FDP +e@ ~
FORers Az Kumar Krshnan Scheduedemp | 97-12-2003 [T Actions v
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i ITE-Ete Fuck Raitwa.. (2100
Deleted 1 Wi oot 00122013
rert ADVANCE MOTIFICATIO
Pl pomsoft, ™-12-213
Master the Labest Tachno
ICHC] Prodentisl Life ... o-12-2013
Comate Your Elsctronic bn
Dizemizad an
fryingretoms@ioyait,..  1-12-2013 B
Statement for date endi
Daar All,
Brandon Hal Geoup  M4-12-2013 p
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- Cartmtfram K] ¥

¥ Em3Mecmsof Ters  Piviey Deselopers  Ergish (nibed Soes] Leammone | Tum off

Fig. 12.10 — A sample e-mail message

Most of you will have an e-mail address. The structure of an e-mail address is:
user name@domain name. An example of an e-mail address is

scertkerala(@gmail.com
An e-mail address consists of two parts separated by @ symbol. The first part
scertkeralais the username that identifies the addressee and the second patt gwzail.com
is the domain name of the e-mail server, i.e., the name of the e-mail service provider.
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E-mails can be accessed using websites like grzail.com, hotmail.com, etc. that provide
web applications consisting of functions to send, receive, forward, reply and organise
e-mails. Such a facility is popular and is commonly referred to as web mail.

E-mails can also be accessed using e-mail client software that is installed in our
computers. Such software uses our e-mail address and password to retrieve e-mails
from the e-mail service provider’s server and store it in our computer. An e-mail
client allows to send, receive and organise e-mail. The messages sent when the
computer is offline are stored in the program and send later when computer is
online. For receiving messages, e-mail client applications usually use either the Post
Oftice Protocol (POP) or the Internet Message Access Protocol (IMAP). The
popular e-mail client applications are Microsoft Outlook and Mozilla Thunderbird.

a. Sections of an e-mail

A client software gives provisions to enter the following sections. Figure 12.11
shows the major sections of an e-mail.

Seminar on Computer Networks - Invitation

To | manoj@gmail.com *
Cc  joy@hotmail.com #  hari@yahoo.com *

Bee | sujith@sify com |
Seminar on Computer Networks - Invitation

Sir/Madam,

| am immensely happy to invite you to the upcoming seminar:
Next Generation Computer Networks scheduled to be conducted on 15-05-2014
puram.

We look forward to learn and benefit from you during seminar sessions.

Your train tickets are attached herewith.

Regards

Sans Serif ~ | qpu ammam Y A -

et
3= 8
He=

LLEI

EN: v o @06 = il

Fig. 12.11 : Composing an e-mail
To (Recepient Address) — A box to provide the e-mail addresses of the primary
recipients to whom the e-mail has to be sent.

Cc (Carbon copy) — Write the e-mail addresses of the secondary recipients to whom
the message has to be sent.

Bcc (Blind carbon copy) - Write the e-mail addresses of the tertiary recipients who
receive the message. When the message is received the primary and secondary
recipients cannot see the e-mail addresses of the tertiary recipients in the message.
Depending on e-mail service used, the tertiary recipients may only see their own
e-mail address in Bcee, or they may see the e-mail addresses of all recipients.
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Subject — Provide a meaningful subject for your conversation here. This helps you
to identify a conversation with a particular person when you search your e-mails
later.

Content — Type your message here. Today most of the e-mail service providers
offer features to create an attractive message by giving colours, changing font styles,
size, etc.

Attachment facility allows us to send files like documents, pictures, etc. along with
an e-mail. The ‘Send’ button is used to send the message to the recipients. ‘Reply’
button allows you to send a reply back to the sender of the message received.
‘Forward’ button helps you to send a message received by you to other people.

b. Working of e-mail

Have you ever wondered how e-mail is sent from your computer to a friend on the
other side of the world? When an e-mail is sent from your computer using web mail
or e-mail client software, it reaches the e-mail server of our e-mail service provider.
From there the message is routed from sendet’s e-mail server all the way to the
recipient’s e-mail server. The recipient’s e-mail server then delivers the e-mail to the
recipient’s mail box (inbox), which stores the e-mail and waits for the user to read
it. Simple Mail Transfer Protocol (SMTP) is used for e-mail transmission across
Internet. Figure 12.12 shows the working of e-mail.

1. Sender
composes
message using
e-m\?vilat?“rigti{ Sender uploads
3. Message

message to SMTP
traverses Internet

server I
(probably passing

through several
routers)

SMTP
server

5. Recipient’s e-mail client/ web mail checks
— mailbox for new messages and downloads

2

. message
4. Message arrives at g

|
receiving server and is |[&=
placed in recipient’s
mailbox file/folder || g
SMTP/POP3/

IMAP Server

6. Recipient reads
message using e-
mail client/ web mail.

Fig. 12.12:Working of email
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c. Advantages of using e-mail
The benefits of using e-mail facility are listed below.

*  Speed: An e-mail is delivered instantly to any location across the globe. We
can send the same e-mail to multiple users simultaneously.

*  Easy to use: We can send and receive e-mails, organise our daily conversations
and save them easily on our computer.

e  Provision of attachments: The attachment feature allows to send pictures,
files, documents, etc. along with e-mail.

*  Environment friendly: e-mails do not use paper and save alot of trees from
being cut down.

*  Reply to an e-mail: When we need to reply to an e-mail, we can use the
provision of attaching previous e-mails as reference. It helps to refresh the
recipient about the subject.

¢ Cost-effective: When compared to fax or conventional mail, e-mail is less
expensive.

e Available anywhere anytime: Messages can be read at uset’s convenience.
Access to mail box is available anytime.

The e-mail service, though beneficial in our daily life, can be misused in different
ways as listed below.

*  E-mails may carry viruses: Viruses send along with e-mail can harm our
computer system. Viruses can also illegally access our e-mail address book
and spread virus infected messages to all e-mail addresses in it.

*  Junk mails: Checking and deleting unwanted mails consume a lot of time.

Internet of Things (IoT)

Can you imagine a fridge which checks its egg tray and reminds you

to buy eggs in your mobile phone or orders the nearby grocery store

to supply eggs to your home; an air conditioner that can be switched
on or off using your mobile phone; or a car that automatically reminds you about
filling fuel as you approach a fuel pump? This is being made possible using Internet
of Things (IoT). IoT is the concept of connecting all devices like mobile phones,
fridges, cars, air conditioners, lamps, wearable devices, etc. to the Internet. Each
device is provided with a unique IP address which identifies it and allows it to
transfer data over Internet without human intervention. The huge increase in the
number of IP addresses due to the implementation of IPvé supports the
introduction of this technology. The IoT can be used to monitor health of patients
and inform the doctor about an urgency, applied to things which help us reduce
wastage like power, water, etc. and improve the way we work and live.
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12.4.4 Social media

All of us are familiar with wikipedia, the free encyclopedia in Internet. We have
also heard about people responding to social issues through facebook, twitter, etc.
Also we know that people use youtube to share videos and for promotion of
products or business. All of these are part of social media which is changing the
way we communicate, entertain and live. Social media refers to the use of mobile
and web-based technologies through which individuals and communities can create,
share, discuss and modify content.

In social media, interactions among people happen in virtual communities and
networks over Internet. These digital technologies influence the formation and
activities of civil communities to a great extent.

a. Classification of social media m n

The various types of social media that exist on the Internet are: !l
Internet forums, social blogs, microblogs, wikis, social networks, &_j Cl{ r
content communities and a lot more. Figure 12.13 displays logos ,/ﬂ ,ﬂmm
of popular social media websites. Here we discuss the most u}

popular classifications of social media. Fig. 12.13 Logo of
popular social

1. Internet forums media websites

An Internet forum is an online discussion web site where people can engage in
conversations in the form of posted messages. Each Internet forum will have sub
forums which may have several topics. Each discussion on a topic s called a thread.
People can login and start a thread or respond to discussion in a thread. Some
forums allow anonymous login also. Discussions can be about programming, social/
political issues, fashion, etc. These discussions help us to learn and find solutions to
problems. Ubuntu Forum —a community that provides help on Ubuntu is a popular
forum.

2. Social blogs

A blog (web log) is a discussion or informational website consisting of entries or
posts displayed in the reverse chronological order i.e., the most recent post appears
first. Some blogs provide comments on a particular subject; others function as
personal online diaries and some others as online brand advertising for a particular
individual or company. Initially blogs were created by a single user only. But now
there are multi-author blogs that are professionally edited. Blogger.com and
Wordpress.com are popular sites that offer blogging facility.

3. Microblogs

Microblogs allow users to exchange short sentences, individual images or video
links. People use microblogs to share what they observe in their surroundings —



Downloaded from https:// www.studiestoday.com

'{@rl_f_r R RL e R e E AL ]

=i
e i e e T R T

information about events and opinions about topics from a wide range of fields.
Microblogging offers a communication mode that is spontaneous and can influence
public opinion. Twitter.com is a popular microblogging site.

4. Wikis

Wikis allow people to add content or edit existing information in a web page, to
form a community document. Wikiis a type of content management system. Editing
done by users is very closely monitored by other editors and therefore incorrect
information, advertising, etc. are removed immediately. wikipedia.org — the free
online encyclopedia is the most popular wiki on web.

WIKIPEDIA /7 ST

The Free Encyclopedia
Wikipedia is a free online encyclopedia to which iq as
anyone can add content and edit. Wikipedia was for'mally *ﬂr
launched on 15™ January 2001 by Jimmy Wales and Lar'ry :
Sanger using the concept and technology of a wiki. Wikipedia consusfs
of over 3 crore articles in around 300 languages. The english edition alone includes
around 44 lakhs articles and is one of the most visited websites on Internet. Articles
on topics range from very broad to highly specific. Each article consists of a number
of links to Wikipedia itself and other external resources. Since users are able to
create and edit articles, the quality of the content in the articles depends on the
person who contributes and edits it. The Malayalam edition of Wikipedia is available
at ml.wikipedia.org.

5. Social networks

Social networking sites allow people to build personal web pages and then connect
with friends to communicate and share content. We can share text, pictures, videos,
etc. and comment to the posts. A social networking site can be for general topics or
for a specific area like professional networking. Public opinion is greatly influenced
by the discussions and posts in these websites. Popular social networking sites are
facebook.com and linkedin.com.

6. Content communities

Content communities are websites that organise and share contents like photos,
videos, etc. Youtube.com is a popular video sharing site and flickr.com shares
pictures.

Most of today’s social media websites offer more than one type of service, i.e.,
social networking and microblogging; blogging and internet forum; etc. Studies
have revealed that social media is now recognised as a social influencer.

b. Advantages of social media

e Bring people together: Social networking allows people to find long-lost
childhood friends and make new ones.




Downloaded from https:// www.studiestoday.com
= ®  Computer Science - XI

e Plan and organise events: These sites help users to organise and participate
in events.

*  Business promotion: Social media offers opportunities for businesses to
connect with customers, implement marketing campaigns, manage reputation,
etc.

*  Social skills: These sites allow people to express their views over a particular
issue and become an agent for social change.

c. Limitations in use of social media

e Intrusion to privacy: The personal information of users can be used for
illegal activities. Information like the e-mail address, name, location and age
can be used to commit online crimes.

* Addiction: Addiction to these sites wastes our valuable time. It will negatively
affect our mental states and may lead to depression and tension. It can reduce
the productivity of workers in an organisation. Students may lose concentration
and this in turn may affect their studies.

e Spread rumours: Social media will spread the news very quickly. It can facilitate

or worsen a crisis by spreading negative information or misinformation at an
incredible speed.

d. Social media interaction — Best practices

*  Avoid unnecessary uploading of personal data like e-mail address, telephone
number, address, pictures and videos.

*  Setting time schedule for using these sites can save wastage of time.

* In social media websites like wikis and blogs, photo and video sharing are

public. What you contribute is available for all to see. Be aware of what you
post online. Avoid posting content you may regret later.

e Setyour privacy levels in such a way that you know exactly who can see your
posts and who can share them. The three basic privacy levels in social media
are private, friends and public.

* Prepare a chart on the different social networking websites and
their uses.

e Create a blog of your class and update the activities like
achievements in sports, arts, class tests, assignments, efc.

*  Conduct a survey in your school to find the most popular Internet
browser. Also prepare a chart based on the collected data.
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Check yourself

1. Give an example for an e-mail address.
2. Which of the following is not a search engine?

(a) Google (b) Bing (c) Facebook (d) Ask
Name the protocol used for e-mail transmission across Internet.
Whatis a blog?

Name two services over Internet.

o U 5= B

Each document on the web is referred using .

12.5 Cyber security

Today, we know that people use Internet to transfer personal and confidential
information or make payments, organisations like banks perform all their financial
transactions using their computer network, railways do business — selling tickets,
information on running trains, etc. using the railway’s computer network. Can you
imagine the volume of financial loss and other issues that may occur if these
computer networks are not available, even for a short time?

Security to computer networks is vital because important data can be lost and privacy
can be violated. Further, work or business can be interrupted for several hours or
even days if a network comes under attack. With the arrival of the Internet, security
has become a major concern as people started using Internet as a tool for
communication and doing business. Every organisation should monitor its network
for possible intrusion and other attacks. Here we discuss the common threats that
affect a computer network.

12.5.1 Computer virus

A computer virus is a program that attaches itself to another program or file enabling
it to spread from one computer to another without our knowledge and interferes
with the normal operation of a computer. A virus might corrupt or delete data on
our computet, replicate itself and spread to other computers or even erase everything
on the hard disk. Almost all viruses are attached to executable files. A virus may
exist on a computer, but it cannot infect the computer unless this malicious program
is run or opened. Viruses spread when the file they are attached to, is transferred
from one computer to another using a portable storage media (USB drives, portable
hard disks, etc.), file sharing, or through e-mail attachments.Viruses have become a
huge problem on the Internet and have caused damage worth billions.
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12.5.2 Worm

A computer worm is a stand alone malware (malicious software) program that
replicates itself in order to spread to other computers. Worms spread from
computer to computer on its own. Unlike a virus, it does not need to attach itself
to a program to propagate. A worm takes advantage of the data transport features
of the computer system to travel without help. Worms always slow data traffic on
the network by consuming bandwidth, whereas viruses almost always corrupt or
modify files on a computer. The most destructive effect that a worm can cause is
through e-mails. A worm can send a copy of itself to every address in an e-mail
address book. Then, the worm sends itself to everyone listed in each of the receiver’s
address book and so on.

I LOVE YOU worm

This worm affected computers in 2000 by overwriting most of

the files. Users received this worm as an e-mail with a subject
line "ILOVEYOU" and with a file attachment LOVE-LETTER-FOR-
YOU.TXT.vbs. Those who clicked the attachment got their computers
affected by the worm and lost their files.

12.5.3 Trojan horse

A Trojan horse, will appear to be a useful software but will actually do damage
once installed or run on the computer. Users are typically tricked into loading and
executing it on their systems. When a Trojan is activated on a computer, they can
cause serious damage by deleting files and destroying information on the system.
Some Trojans create a backdoor on the computer. This gives malicious users access
to confidential or personal information in the computer through the network. Unlike
viruses and worms, Trojans do not reproduce by infecting files nor do they self-
replicate.

Ie0199.exe Trojan

E-mail users received a message that offered a free upgrade to

Internet Explorer that contained an executable file Te0199.exe
as attachment. This e-mail instructed the user to download and install this
program for the upgrade. The users who followed these instructions got their
files infected.
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Trojan War

In Greek mythology, the Trojan War was

waged against the city of Troy by the

Greeks after Prince Paris of Troy stole
away the Greek Queen Helen. The Greeks fought a
battle with the city of Troy for ten long years. The
Greek soldiers got fed up and wanted to return to their homes. Then, Athena,
the Goddess of war gave the Greeks an idea to end the war. According to
the plan, they built a big hollow wooden horse. The hollow horse was filled
with soldiers and they left it as a gift for the Trojans. All other soldiers
pretended to abandon their camp. Trojans thought that they had won the
war. They pulled the huge horse to their city. They started celebrations of
their victory. In the night when everyone was asleep, the Greek soldiers
opened the horse and came out. They killed the sleeping soldiers of Troy and
rescued Queen Helen.

12.5.4 Spams

Spams or junk mails are unsolicited e-mails sent
indiscriminately to persons to promote a product
or service. Spammers collect e-mail addresses
from chat rooms, websites, customer lists,
newsgroups, etc. Clicking on links in spams may e
send users to websites that host certain viruses. ‘ "‘( (
Today most e-mail service providers provide e- Fig. 12.14 Collection of spams in the
mail filters that can successfully separate genuine e-mail menu

e-mail from spams as indicated in Figure 12.14.

12.5.5 Hacking

In computer networking, hacking is a technical effort to manipulate the normal
behavior of network connections and connected systems. Hacking is performed
both by computer security experts and by computer criminals. Computer experts
perform hacking to test the security and find the vulnerabilities in computer networks
and computer systems. Such computer experts are often called ‘white hats” and
such hacking is called ethical hacking.

Computer criminals break into secure networks to destroy data or make the network
unusable for those who are authorised to use the network. They do this with the
intent of stealing confidential data or destroying files. Such criminals are called
‘black hats’.
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There is another category of hackers called grey hat hackers, who fall between white
and black hackers. They sometimes act illegally, though with good intentions, to
identify the vulnerabilities. Grey hat hackers do this to achieve better security.

12.5.6 Phishing

Phishing is a type of identity theft that occurs online. Phishing is an attempt to
acquire information such as usernames, passwords and credit card details by posing
as the original website, mostly that of banks and other financial institutions. Phishing
websites have URLs and home pages similar to their original ones. The act of creating
such a misleading website is called spoofing, People are persuaded to visit these
spoofed websites through e-mails. Users are tempted to type their usernames,
passwords, credit card numbers, etc. in these web pages and lose them to these
websites. These frauds use this information to steal money. Phishing is currently the
most widespread financial threat on the Internet. The URL in Figure 12.15 indicates
that it
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Fig. 12.15:A phishing website
12.5.7 Denial of Service (DoS) attack

A Denial of Service(DoS) attack is usually aimed at a web server. Such an attack
forces the server/computer to restart. An attack in which the attackers’ goal is to
shut down the target server rather than stealing data is called DoS attacks.This
prevents genuine users of a service/website on the web server from using that
service. This attack can be done using a single computer called Denial of Service
(DoY) attack or using more than one computer called Distributed Denial of Service
(DDoS) attack.




We have learned that when we type a Attacker

website address in the browser and press
the Enter key, the browser requests for that
web page from the server. DoS attacks
sends large number of such requests to the
server until it collapses under the load and

stops functioning. A DoS attack using a i ! hicad o ™
computer on a network slows down the

network by flooding a server with a large

number of requests. A DDoS attack uses

multiple computers in the network that it .

Handler ” Handler

has previously infected. These infected
computers called zombies’, work together
and send out large quantities of fake Fig. 12.16: Distributed Denial of Service
messages / requests to the target server. (DDoS) attacks

Figure 12.16 shows the Distributed Denial

of Service attack. This increases the amount of data traffic to the target server. This
leads to server overload and the server is unable to provide services to its users.
The target computer is thus forced to reset / restart leading to unavailability of its
service for a period of time. A DoS attack interrupts network service for some
period, but it does not cause severe damage to files as in the case of a virus attack.

12.5.8 Man-in-the-Middle attacks

A man-in-the-middle attack refers to an attack in which an attacker secretly intercepts
electronic messages between the sender and the receiver and then captures, inserts
and modifies messages during message transmission. If sender transmits messages
without appropriate security, the attacker may exploit the vulnerabilities in the
network to capture and modify the messages and send the modified messages to
the receiver. Since the network transmission still works propetly, both the sender
and receiver will find it difficult to notice that the messages have been trapped or
modified by an intruder. If we use such a computer for online transactions, the man
in the middle may capture our bank account number and password to steal money,
leading to financial loss. Encrypted connections such as HTTPS (HT'TP Secure),
SFTP (Secure FTP) etc. should be used for secure transactions, so that intruders
cannot modify the messages.

Victim

12.6 Preventing network attacks

Threats to computers and networks are a major issue as long as information is
accessible and transferred across the Internet. Different defense and detection
mechanisms are developed to deal with these attacks.
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12.6.1 Firewall

A firewall is a system of computer
hardware and software that provides
security to the computer network in an

&=
organisation. A firewall controls the

amlnterne

t
D104,

incoming and outgoing network traffic by
analysing the data and determining

Fig. 12.17: Firewall whether they should be allowed through
or not, based on a rule set. Firewalls deny malicious data from entering into the
computer networks as shown in Figure 12.17.

Sandboxing

Sandboxing is a technique through which programs that are
suspected to be infected with a virus can be run. Through
sandboxing such programs are run in a separate memory area and therefore
cannot damage our operating system.

12.6.2 Anti-virus scanners

Viruses, worms and Trojan horses are all examples of malicious software (malware).
Antivirus tools are used to detect them and cure the infected system. Anti-virus
software scans files in the computer system for known viruses and removes them if
found. The anti-virus software uses virus definition files containing sighatures (details)
of viruses and other malware that are known. When an antivirus program scans a
file and notices that the file matches a known piece of malware, the antivirus program
stops the file from running, and puts it into ‘quarantine’. Quarantine is a special
area for storing files probably infected with viruses. These files can later be deleted
or the virus can be removed. For effective use of anti-virus software, virus
definitions must be updated regularly.

12.6.3 Cookies

Cookies are small text files that are created when we use a browser to visit a website.
Cookies keep track of our movements within the website — remembers our user
name, preferences, e-mail address, etc. Browsers store cookies for an interval of
time, usually in a cookie folder on the client’s computer. Cookies are text files and
so they are not executable programs. Websites use cookies mainly because they
save time and make browsing efficient.

Cookies are treated as data and so it is not a virus, but it is always possible for a
hacker to use it for malicious purposes. Cookies can be used to act as a spyware.
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There are harmful cookies that are used by different websites to compromise our
privacy. Such websites store a special cookie in our computer that will keep track
of our activities like, websites visited, products purchased or the forms that are
filled. Most browsers provide facilities to manage/delete harmful cookies. Frequent
deletion of cookies helps to prevent illegal access and use of personal information.

12.7 Guidelines for using computers over Internet
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Following are the major guidelines for using computers over Internet.

Most of the computer viruses are spread through e-mail attachments. Do not
open any e-mail attachment that you are not sure about the sender.

Download files only from reputed sources. Do not use/copy software that
you cannot confirm the origin.

Avoid clicking on pop-up advertisements. Close them instead.

Use USB drives with caution. Plugging someone else’s USB storage into your
computer or plugging your own USB storage into a computer at an Internet
cafe/unsafe computer, can spread an infection through the USB storage.

Make sure the firewall is set and turned on.
Use strong passwords. Change passwords at regular intervals.
Update the virus definitions of your antivirus program periodically online.

Keep a regular backup of your important files (on DVD, another hard disk,
etc.)

Be careful about giving personal data online. If you see e-mail message requests
for personal data such as telephone number, address, credit card number, etc.
from unknown persons, ignore it.

-—
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Guidelines for setting up a strong password

* A password should have atleast 8 characters.
A password should contain
Upper case letters
Lower case letters
Numbers
Symbols like @, #, $, etc.
A password should not be personal information like name, date
of birth, etc. or common words.
Never disclose your password to others.
Do not write it on a paper or store it in a file in your computer.
Do not use the same password for all logins.
*+  Change password often.

*  Visit banks’ websites by typing the URL into the address bar. Do not click on
links within e-mails to go to bank websites. Banks or any of its representatives
never sends you e-mail/SMS or phone calls to get your personal information,
usernames or password. Never reveal your passwords or ATM card details to
anyone.

e Check whether the website you are visiting is secure while performing financial
transactions. The web address in the address bar should start with ‘https:/ /.
Also look for a lock icon on the browser’s address bar.

¢ Keep aregular check on your online accounts. Regularly login to your online
accounts, and check your statements. If you see any suspicious transaction,
report them to your bank or credit card provider.

(—@mm BANK OF INDIA (IM) @-’www.onIir1esbi.com_.-’retail_.-’lcgin.htm?
e

i R2 §8
State Bank of India

The Banker to Every Indian

Home Products & Services How Do |

Login Welcome to Personal Banking

To access your accounts...

B oo T A A WD _ P

Fig 12.18: Secure banking - lock icon and https
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* Conduct a group discussion on the topic “security threats / cyber
attacks to your system”, and draw a bar diagram based on

8 information arrived in the event.
IEEHSIEB) - List the names of various viruses and their features in the form of
a chart.

Check yourself

1. Whatisavirus?

2. Whatdo you mean by phishing?

3. The small text files used by browsers to remember our email ids,
user names, etc. are known as

4. The act of breaking into secure networks to destroy data is called
hacking.

5. Whatis quarantine?

12.8 Mobile computing

The advances in computer technology have led to the development of more
computing power in small devices. Light weight computing devices with low power
consumption is now cheap and is common. Devices like laptops, tablets, smart
phones, etc. changed the lifestyle and work culture of people drastically. Today
people are able to connect to others, send and receive files or other information
anywhere anytime. This increased the computing demands day by day.

Mobile computing is a technology that has computing capability and can transmit/
receive data while in motion. Mobile computing requires portable computing
devices like laptops, tablets, smart phones, etc., wireless communication networks
and connectivity to Internet. The demand for mobile computing started the growth
and development of mobile communication technology.

12.9 Mobile communication

The term ‘mobile’ has completely revolutionised communication by opening up
innovative ways for exchanging information. Today, mobile communication has
become the backbone of the society. Mobile system technologies have improved
the living standards. Mobile communication networks does not depend on any
physical connection to communicate between two devices.
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12.9.1 Generations in mobile communication

The mobile phone was introduced in the year 1946. In the initial stage, the growth
in mobile communication was very slow. With the increase in the number of users,
accommodating them within the limited available frequency spectrum became a
major problem. To solve this problem, the concept of cellular communication
was evolved.The cellular concept was developed in the 1960’ at Bell Laboratories.
However, in the late 1990%, when the Government of India offered spectrum licenses
for mobile communication, cellular technology became a common standard in
our country. The different generations in mobile communication are given below:

a. First Generation networks (1G)

1G refers to the first-generation of wireless telephone technology (mobile
telecommunications) developed around 1980. 1G mobile phones were based on
the analog system and provided basic voice facility only.

b. Second Generation networks (2G)

2G networks follow digital system for communication. This improved the audio
quality in transmission. In 2G networks phone conversations are digitally
encrypted. These networks provided far greater mobile phone coverage. 2G
networks also introduced data services for mobile. Picture messages and MMS
(Multimedia Messaging Service) were introduced. The two popular standards
introduced by 2G systems are GSM and CDMA. A detailed discussion on the
GSM and CDMA standards are given below.

i.  Global System for Mobile (GSM)

GSM is a globally accepted standard for digital cellular communication. GSM uses
narrowband TDMA (Time Division Multiple Access), which allows simultaneous
calls on the same radio frequency. Itis a digital, circuit-switched network for voice
telephony. The frequency band for GSM is 900 MHz to 1800 MHz. GSM follows a
uniform international standard that made it possible to use a mobile device around
the world. The network is identified using the SIM (Subscriber Identity Module).
The users can select a handset of their choice. GSM is the most successful family of
cellular standards.
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GPRS and EDGE

2G network was expanded later to include improved data communication features
using GPRS (General Packet Radio Services) and EDGE (Enhanced Data rates
tor GSM Evolution).

GPRS is a packet oriented mobile data service on GSM. When compared to
conventional GSM, users of GPRS benefitted from shorter access time and higher
data rates. GPRS allows billing based on volume of data transferred. Although
GPRS is a data only technology, it helps to improve GSM’s voice quality.

EDGE is a digital mobile phone technology that allows improved data transmission
rates for GSM. EDGE is a superset to GPRS and can function on any network
with GPRS deployed on it. It provides nearly three times faster speeds than the
GPRS system. Both phone and network must support EDGE, otherwise the phone
will revert automatically to GPRS.

ii. Code Division Multiple Access (CDMA)

In CDMA or Code Division Multiple Access system, several transmitters can send
information simultaneously over a single communication channel. CDMA provides
wider coverage than GSM and provides better reception even in low signal strength
conditions. The voice quality in CDMA is better than GSM. It has a signal with
wider bandwidth and increased resistance to interference. CDMA technology
provides better security to the mobile network when compared to GSM.

c. Third Generation networks (3G)

3G wireless network technology provides high data transfer rates for handheld
devices. The high data transfer rates allows 3G networks to offer multimedia services
combining voice and data. 3G is also referred to as wireless broadband as it has the
facility to send and receive large amounts of data using a mobile phone. The access
partin 3G networks uses WCDMA (Wideband Code Division Multiple Access). It
requires upgrading the base stations (mobile towers) and mobile phones. Also the
base stations need to be close to each other.

d. Fourth Generation networks (4G)

A 4G system, also called Long Term Evolution (L.T.E.), provides mobile ultra-
broadband Internet access to mobile devices. 4G networks offer very high speeds
and provides excellent performance for bandwidth intensive applications such as
high quality streaming video. One of the key requirements for 4G is a wireless IP-
based access system. The access part in 4G networks uses OFDMA (Orthogonal
Frequency Division Multiple Access). 4G provides good quality images and videos
than TV.

—
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12.9.2 Mobile communication services

Mobile communication industry uses a number of acronyms for the various
technologies that are being developed. Here we discuss a few popular mobile
communication technologies like SMS, MMS, GPS and smart cards.

a. Short Message Service (SMS)

Short Message Service (SMS) is a text messaging service in mobile communication
systems that allows exchanging short text messages. SMS is the most widely used
data application by mobile phone users. The GSM standard allows to send a message
containing upto 160 characters. When a message is sent, it reaches a Short Message
Service Center (SMSC), which provides a ‘store and forward” mechanism. SMSC
attempts to send messages to the recipients. If a recipient is not reachable, the
SMSC waits and then retries later. Some SMSC’s also provide a ‘forward and forget’
option where transmission is tried only once and if it fails, the message is not sent
again. SMS messages are exchanged using the protocol called SS7 (Signalling System
No # 7).

The First SMS

The first SMS message was sent on 3December 1992 from a
personal computer to a cellular phone on the Vodafone GSM
network in the UK.The content of the message was ‘Merry
Christmas'.

b. Multimedia Messaging Service (MMS)

Multimedia Messaging Service (MMS) is a standard way to send and receive messages
that consists of multimedia content using mobile phones. It is an extension of the
capability of SMS to send text messages. Unlike SMS, MMS does not specify a
maximum size for a multimedia message. MMS supports contents such as text,
graphics, music, video clips and more. An MMS server is responsible for storing
and handling incoming and outgoing messages. Associated with the MMS server is
the MMS proxy relay, which is responsible for transferring messages between
different messaging systems.

c. Global Positioning System (GPS)

The Global Positioning System (GPS) is a satellite based navigation system that is
used to locate a geographical position anywhere on earth, using its longitude and
latitude. GPS is designed and operated by the U.S. Department of Defence and it
consists of satellites, control and monitoring stations, and receivers.

The basis of the GPS is a group of satellites that are continuously orbiting the
earth. These satellites transmit radio signals that contain their exact location, time,
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Fig. 12.19: GPS fleet tracking

and other information. The radio signals from the satellites, which are monitored
and corrected by control stations, are picked up by the GPS receiver. GPS receivers
take information transmitted from the satellites to calculate a uset’s exact location
on earth. A GPS receiver needs only three satellites to plot a 2D position, which
will not be very accurate. Ideally, four or more satellites are needed to plot a 3D
position, which is much more accurate.

GPS is used for vehicle fleet tracking by transporting companies to track the
movement of their trucks. Figure 12.19 depicts the working of a truck tracking
application using GPS. Vehicle navigation systems will direct the driver to his or
her destination through the best route. In commercial aviation GPS is used for
aircraft navigation. GPS is also used in oil exploration, farming, atmospheric studies,
etc. GPS receivers are now integrated in many mobile phones for implementing
various tracking applications.

d. Smart cards

Let us recollect about smart cards and smart card
readers that we discussed in Chapter 3. A smart card
is a plastic card embedded with a computer chip /
memory that stores and transacts data. The
advantages of using smart cards is that it is secure
(data is protected), intelligent (it can store and process

2765 5987 4369 5547 4
Fig. 12.20: A model smart card
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data) and that it is convenient (it is easy to carry). That is why businesses and other
organisations use smart cards for authentication and storing data.A model of smart
card issued by Government of India for RSBY scheme is shown in Figure 12.20.

In mobile communication the smart card technology is used in Subscriber Identity
Modules (SIM) for GSM phone systems (refer Figure 12.21). The smart card is
inserted or integrated into the mobile handset. The card stores personal subscriber
information and preferences. SIM cards help to identify
a subscriber, roam across networks and provide security
to value added services like Internet browsing, mobile
commerce, mobile banking, etc. Smart cards also work
as credit cards, ATM cards, fuel cards, authorisation
cards for television receiver, high-security identification gy 1227 GSM SIM card
cards, etc.

12.10 Mobile operating system

A mobile operating system is the operating system used in a mobile device (smart
phone, tablet, etc.), similar to an operating system used in a desktop or laptop

computet.

p- -8

L J 2s= HE
an>x0I> BlackBerry

Fig. 12.22:1Icons of popular mobile operating systems
A mobile OS manages the hardware, multimedia functions, Internet connectivity,
etc. in a mobile device. Itis the software platform on which other programs, called
application programs, are running. Popular mobile operating systems are Android
from Google, iOS from Apple, BlackBerry OS from BlackBerry and Windows
Phone from Microsoft.

Android operating system

Android is a Linux-based operating system designed mainly for touch screen mobile
devices such as smart phones and tablet computers. It was originally developed by
Android Inc. that was founded in Palo Alto, California in 2003 by Andy Rubin and
his friends. In 2005, Google acquired Android Inc. making it a wholly owned
subsidiary of Google. At Google, the team led by Rubin developed a mobile device
platform powered by the Linux kernel. In 2007, the Open Handset Alliance, a
consortium of several companies which include Google, HTC, Intel, Motorola,
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etc. was established with a goal to develop open standards for mobile devices.
Android was released along with the formation of the Open Handset Alliance
(OHA).

The user interface of Android is based on touch inputs like swiping, tapping, pinching
and reverse pinching to manipulate on-screen objects. Android allows users to
customise their home screens with shortcuts to applications and widgets. Since its
launch in 2007, the Android operating system’s market share has been growing ata
fast pace to make it the most widely used mobile operating system today. Major
Android versions have been developed under a codename and released according
to alphabetical order. Table 12.2 shows the Android version names.

The Andro?d OS consists of a'kernel Version Code name

based on Linux kernel. Android uses

Linux kernel as it has a powerful 4.4 KitKat

memory and process management 4.1 Jelly Bean

system, permissions-based security | 4.0.3 Ice Cream Sandwich
structure and open source nature. An | 3.1 Honeycomb
Application  Framework  for| 2.3 Gingerbread
developers to build applications using | 2.2 Froyo

the Android Software Development | 2 Eclair

Kit is available in Android. | 1¢ Dl
Applications like Google Maps, 15 Cupcake

Facebook, etc.that run on Android are

built using this. Table 12.2: Android version names

The Android code is released under the Apache License. Apache licensing allows
the software to be freely modified and distributed by device manufacturers and
developers. Android has a large community of developers writing applications
called ‘apps’ that enhance the functionality of devices. Apps are written using a
customised version of the Java programming language.

Android’s acceptance is due to factors like it’s open source nature. This makes it
casy for developers to make programs/applications for Android OS called Android
apps. Most of these apps are available for free download from the Android Play
Store. It adds the popularity of this OS.

With remarkable advances in mobile hardware and software, these trimmed-down
operating systems may be heading in a direction that could replace a desktop OS. It
1s also likely that mobile OS could be further developed to be included in electronic
devices like televisions, washing machines, watches, etc.

i
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* Prepare a chart displaying the different mobile operating systems
‘ available in the market and their features.

1. SIMis

(a) Subscriber Identity Module
(b) Subscriber Identity Mobile
(c) Subscription Identification Module
(d) Subscription Identification Mobile

What is a GPS?
The protocol used to send SMS messages is

How can multimedia content be sent using mobile phones?

N

What are the functions of a mobile operating system?

< Let us sum up

The Internet, which was started as a defence project of the US government
has become a part of our life. Today the Internet is accessed using mobile
devices like mobile phones, tablets, etc. than using a desktop computer.
Therefore speed of Internet access has become an important factor. New
technologies connect to Internet focus on data transmission speed. Internet
services like e-mail, social media, searching etc. have changed the way we
communicate. Each of the above services has its own benefits and risks.
Computer networks today play an important role in providing the above
services. It has increased the risk factors for networks, like viruses, worms,
Trojan horse, phishing, etc. Antivirus software, firewalls, etc. are used to
protect computer networks from different kinds of attacks. The risks for a
network attack can be reduced by following certain guidelines while using
computers on Internet.

The convergence of a mobile phone and a computer has shifted the focus
from desktops to mobile computing devices. These devices are always
connected to the Internet and therefore mobile communication technology
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has gained importance. The mobile communication technology has evolved
through generations from 1G to 4G, the prime focus being speed. This also
has led to the development of features like SMS, MMS, GPS, etc. Android is
one of the popular mobile operating systems, developed by Google based on
Linux kernel. The advances in the development of this OS is in such a way that
it will soon replace desktop operating systems and could be used in devices
like television, washing machines, etc.

M Learning outcomes

After the completion of this chapter the learner will be able to

o recognise the people behind the evolution of Internet.

o identify the hardware and software requirements for Internet connection.
o use the services available on Internet.

o classify the different types of social media.

o judge the risks while interacting with social media.

o recognise the threats to network security.

o identify the various mobile computing terminologies.

o  recognise the features of mobile operating systems.

o discover the features of Android operating system.

Very short answer type

1. Why is the invention of HTTP and HTML considered an important land mark
in the expansion of Internet?

2. Compare intranet and extranet.
3. Write short notes on
a. Mobile broadband ~ b. Wi-MAX
4. Explain the terms web browser and web browsing,
5.  Compare blogs and microblogs.
6.  What are wikis?
7. Whatis firewall?
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Short answer type
1. Your neighbour Ravi purchased a new PC for his personal use. Mention the
components required to connect this PC to Internet.

2. What are the advantages of using broadband connection over a dial-up
connection?

3. XYZ engineering college has advertised that its campus is Wi-Fi enabled. What
is Wi-Fi? How is the Wi-Fi facility implemented in the campus?

4. Madhu needs to prepare a presentation. For this, he uses www.google.com to
search for information. How does google display information when he types
‘Phishing’ in the search box and clicks search button?

5. Manoj’s e-mail id is manoj@gmail.com. He sends an email to Joseph whose
e-mail id is joseph@yahoo.com. How is the mail sent from Manoj’s computer
to Joseph’s computer?

How does a Trojan horse affect a computer?

Explain a few threats that affect a computer network.

Compare GSM and CDMA standards.

Write short notes on SMS.

10. What is a smart card? How is it useful?

A S

Long answer type

1. Suppose you wish to visit the website of kerala school kalolsavam,
www.schoolkalolsavam.in and you have entered the URL in the address bar.
Write the steps that follow until the home page is displayed.

2. Write the disadvantages of social media. What are the different ways to avoid
the disadvantages of social media?

3. Explain the features of Android OS.

4. Explain the various broadband technologies available for Internet access.
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